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Objectives

Microsoft® Office Live Communications Server supports a standards-based federation interface for instant messaging (IM) and presence functionality between Live Communications Server deployments, as well as between Live Communications Server and third-party public IM deployments such as AOL®, MSN®, and Yahoo!®.

The federation model that is implemented in Live Communications Server is based on the IETF (Internet Engineering Task Force) draft document “Best Current Practices for Interdomain Instant Messaging using SIP/SIMPLE”
. There are several topics in this draft where multiple mechanisms are described to enable certain features. This document provides specific details on those areas, as well as Live Communications Server-specific implementation details that are relevant to the federated interface.

This document provides third parties with all the information required to implement a federated interface with a Live Communications Server 2005 SP1 deployment in order to enable federated presence and IM scenarios. 

Some of the extensions and details that are optional for the federated interface and that can be implemented to provide a better user experience are not documented here and are subject to licensing. More details can be found at: http://www.microsoft.com/about/legal/intellectualproperty/search/details.mspx?ip_id=IDAEQ3AE&techType=Speed%20Development&ipCat=Any&feeStructure=Any&keywords=&ipVenture=false.
Overview

This document focuses on the specifics of the federation interface as implemented by the Live Communications Server 2005 SP1 Access Proxy. The Access Proxy is located at the edge of the corporate network or service provider network in which Live Communications Server is deployed. It is used for all presence and IM communication between users that are managed by the network. The Access Proxy is deployed in a third-party network. 

This document provides the information that is required by third parties wanting to implement a federated interface with a Live Communications Server 2005 SP1 Access Proxy:

· Federation protocol

· Connection management

· Deviations from standards

Federation protocol

Transport and security

All SIP (Session Initiation Protocol) traffic MUST be carried over mutually authenticated TLS (Transport Layer Security). IPSec is not supported. TCP and UDP are not supported. Compression is done only by TLS negotiation (RFC 2246).

Presence Documents

Live Communications Server will generate a PIDF (Presence Information Data Format) document for each federated subscription. The PIDF document contains a single PIDF tuple that contains attributes from basic PIDF, as well as the following attributes from the RPID (Rich Presence Extensions to PIDF)and CIPID (Contact Information in PIDF) extensions: 

· Available/activity: Activity is an RPID extension that allows clients that provide presence information, called presentities, to attach information about what the presentity is actually doing. 

· Display name: A CIPID attribute that provides the friendly name of the user.

· Network of origin icon (optional): An HTTPS URL for an icon that provides visual branding of the domain of the presentity. Live Communications Server clients will display that icon in the Contacts list and/or Properties pane, provided that the icon meets the following requirements-

· Icon format must be PNG (Portable Network Graphics).

· Maximum file size is 8 KB.

· Maximum icon dimensions are 16 × 16 pixels.

· Maximum icon color depth is 32 bits per pixel.

· URL must be HTTPS (secure HTTP). HTTP URLs are not supported.

Live Communications Server will pass these attributes in a single PIDF tuple. The attributes must also be passed from peers (i.e. servers communicating with it) to Live Communications Server in a single PIDF tuple. If additional tuples are present (or person, device), they MUST occur after the primary tuple, and Live Communications Server will not read them. 

The following is an example of a PIDF document generated by Live Communications Server and sent to a federated watcher (i.e. a person that has subscribed to the presence information of the person originating the presence document):

<?xml version="1.0" encoding="utf-8"?>

<presence xmlns="urn:ietf:params:xml:ns:pidf" xmlns:ep="urn:ietf:params:xml:ns:pidf:status:rpid-status" xmlns:et="urn:ietf:params:xml:ns:pidf:rpid-tuple" xmlns:ci="urn:ietf:params:xml:ns:pidf:cipid" entity="sip:joe@contoso.com">

  <tuple id="0">

    <status>

      <basic>open</basic>

      <ep:activities>

        <ep:activity>away</ep:activity>

      </ep:activities>

    </status>

  </tuple>

  <ci:icon>http://www.contoso.com/brandingicon.png</ci:icon>

  <ci:display-name>Joe at Contoso</ci:display-name>

</presence>

INVITE/MESSAGE

Live Communications Server implements a session-based messaging model as defined in draft-ietf-simple-im-sdp-00, “SDP Extensions for SIP Instant Message Sessions,” by B. Campbell and J. Rosenberg from July 13, 2001, which is available at http://www3.ietf.org/proceedings/01dec/I-D/draft-ietf-simple-im-sdp-00.txt. 

This draft allows for RFC 3428 formatted page-mode messages to be carried inside of an INVITE-initiated dialog.

In order to establish the IM session, a client must issue a SIP INVITE, and the SDP body must contain at least the following m-line:

   m=message 5060 sip/tcp *

The SIP URI should be the value from the Contact header, and it can be omitted. The consequent MESSAGE methods RFC 3428 [6] are constructed and sent according to standard SIP rules for messages inside a SIP dialog, as defined in section 12.2 of RFC 3261.

The recipient’s UA (user agent) must ignore any headers and parameters in the MESSAGE method that it cannot interpret. The recipient's UA must also ignore any attributes and parameters in the SDP document that it cannot interpret.

The recipient’s UA must reject all m-lines in the SDP document that it cannot interpret or does not support by using the standard SDP convention (that is, by setting the port parameter in the m-line to 0).

If a UA will accept communications that use the MESSAGE method inside the SIP session, it must include an SDP document with the following m-line:

   m=message 5060 sip/tcp *

when responding to OPTIONS and in "488 Not Acceptable Here" responses in the SDP format defined in section 9 of RFC 3264, “An Offer/Answer Model with the Session Description Protocol (SDP),” which is available at http://www.ietf.org/rfc/rfc3264.txt.

Connection management

Server discovery

The Live Communications Server Access Proxy is the server that is located at the edge of the deployment in a Live Communications Server deployment. We will use the generic term “edge server” in this document, because the Live Communications Server Access Proxy would be connected to a third party edge server in the federation scenarios. 

All edge servers should be discoverable through DNS and meet the following requirements and recommendations::

· Publish a DNS SRV record for each edge server and point to the FQDN of the edge server. The format of the DNS SRV record must be:
sipfederationtls._tcp._domain.com
· Publish a DNS SRV record for each domain name that the edge Server is responsible for.  For automatic discovery, each SRV record must point to a DNS A record in the of the form server.domain.com. It is recommended that the A record be of the form SIP.domain.com. 
There are cases where the edge server that is responsible for a given domain name cannot meet the requirements described above, because the administrator does not have full authority over these domain names, such as in a hosted scenario. In that case, the federated peer may need for the administrator to configure its edge server in order to allow for routing to the edge server that is not meeting the above requirement. If that is done, the requirement of having all the DNS A records in the SAN (subject alternate names) field of the certificate can be circumvented, and a single DNS A record can be used.

Number of connections

A given edge server should not establish more then four connections to any given federated peer. In total, a given deployment must not have more than 40 connections to any given peer network.

Certificate requirements

Connections between edge servers must use MTLS (mutually authenticated TLS) . We recommended that the edge servers be configured with certificates that are issued by public certification authorities. The subject name (“SN”) of the certificate must match the FQDN of the edge server. If the edge server is responsible for multiple domain names, the DNS A records that correspond to each domain name must be present in the SAN field of the certificate.

Connection affinity

All messages within a given SIP dialog must be sent over the exact same connection.

Deviations from standards

There are a few areas in the SIP and SIMPLE protocols where the Live Communications Server implementation differs from the standards. What follows is a list of those deviations that implementers must be aware of.

SIPS scheme

Live Communications Server supports TLS (both client and mutually authenticated) and is signaled through the ‘transport=tls’ URI parameter in SIP. Every SIP message hop that passes over TLS will contain a TLS transport parameter. Live Communications Server does not support the SIPS URI scheme that is defined in Section 19.1 of RFC 3261. Live Communications Server will reject as a malformed request any message with a SIPS URI in any header. 

INVITE/MESSAGE 

Live Communications Server does not support page-mode MESSAGE or MSRP methods. Message sessions must be passed as defined earlier in this document. 

Record-Route on NOTIFY/re-INVITE

Live Communications Server does not insert Record-Route headers into NOTIFY requests within subscription dialogues. Implementations that peer with Live Communications Server should not attempt to send mid-dialog requests until the initial response to the initial transaction is complete and the Record-Route header set has been passed to both UAs.

Via headers and response handling

Section 18.2.2, “Sending Responses,” of RFC 3261, which is available at http://www.ietf.org/rfc/rfc3261.txt, states the following on reliable transport response handling:

If that connection is no longer open, the server SHOULD open a connection to the IP address in the "received" parameter, if present, using the port in the "sent-by" value, or the default port for that transport, if no port is specified.

Live Communications Server does not attempt to establish new connections for response forwarding. If a response message cannot be sent because a connection is closed, Live Communications Server will drop the response message.

Header signature verification

Live Communications Server signs SIP headers for security by using a rotating key. Live Communications Servers check those keys in order to ensure that critical message elements have not been tampered with, and it will reject any message that cannot be verified. Keys expire 24 hours after they are generated, and so messages that are sent within dialogues with a lifetime greater than 24 hours will be rejected. Applications that require a dialogue lifetime greater than 24 hours should either reinitiate the dialogue upon failure or replace it with a new dialogue before the 24-hour period ends.

To and From URI handling

Live Communications Server uses the To and From headers to perform domain validation. In some instances, servers may affect routing based on those URIs. To and From URIs that are generated by clients must represent the SIP AOR (address of record) of the users in order to guarantee proper message handling.

Spam protection

In order to help with spam, particularly unsolicited commercial IM, known as spim, Live Communications Server lets federated domains give information about the users on whose behalf it is sending traffic. This behavior allows the server and the client to make some additional policy decisions about how to handle messages that come from federated domains. There are two values the federated domain can assign to a given user, “verified” and “unverified”. The “verified” value indicates that the user has been authenticated and is a “well behaving user”; otherwise, the “unverified” value should be used.

Insertion of this parameter by the federated domain is optional, and the local administrator can choose to overwrite the value. The format of the header used is as follows: 

Ms-asserted-verification-level  ms-source-verification-level=verified|unverified.

� “Best Current Practices for Inter-domain Instant Messaging using SIP/SIMPLE”, � HYPERLINK "http://www.ietf.org/internet-drafts/draft-aoki-simple-interdomain-bcp-00.txt" �http://www.ietf.org/internet-drafts/draft-aoki-simple-interdomain-bcp-00.txt�).  






