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Introduction

Welcome to the Microsoft® Office Live Communications Server 2005 with SP1 Planning Guide. This guide describes the planning process for deploying the real-time communications features offered in Live Communications Server 2005 with Service Pack 1 (SP1).

To design a successful Live Communications Server topology, you need to be aware of the capabilities and limitations of the software and hardware upon which you build your real-time communications system. This guide:

· Describes some of the changes from previous Live Communications Server versions. 

· Takes you through the process of evaluating your environment to deploy and use Live Communications Server. 

· Identifies network infrastructure, hardware, Active Directory® directory service, and administrative considerations.

· Presents recommendations for designing a Live Communications Server IM (instant messaging) and presence infrastructure system. 

· Discusses the considerations that help you design a highly reliable and consistently available instant messaging system, including performance tuning, security considerations, capacity, federation, remote access and archiving planning.

The contents of this guide include planning considerations for the following:

· Basic planning for server roles, deployment path, and user roles and permissions

· Capacity planning

· Availability planning

· Archiving planning

· Remote user deployment and federation planning

· Branch office (remote site) proxy deployment

In addition to these planning areas, the following topics are also discussed:

· Technical overview

· Security considerations

· Backup and restore considerations

This guide covers topics that are mostly helpful before you deploy Live Communications Server. For detailed deployment instructions, see the Live Communications Server 2005 Deployment Series.

What’s New in Service Pack 1

Live Communications Server 2005 with Service Pack 1 improves upon the features of Live Communications Server 2005 by extending the federation model, improving functionality, and correcting issues discovered in Live Communications Server 2005.

Improvements in Live Communications Server 2005 with SP1 include:

· Connectivity with three of the largest public IM networks (the MSN® network of Internet services, AOL®, and Yahoo!®)

· Enhanced federation, a process that simplifies the configuration of organization-to-organization federation and reduces the associated administrative cost.

· Server changes and infrastructure to support the deployment of the Microsoft® Office Communicator, including extensions to the Active Directory schema required for this new client.

Public IM Connectivity

Live Communications Server with SP1 provides the infrastructure that enables public IM connectivity, so that you can connect to public IM service providers and subsequently communicate with their users. With the purchase of public IM connectivity licenses, your employees can now use IM to communicate and share presence with MSN, Yahoo!, and AOL users. You have full control over precisely who in your organization is authorized for public IM connectivity, but once that permission is granted, the user can communicate with all of the public IM service providers enabled for the organization. You can authorize public IM connectivity on a per-user or per-organizational unit basis, and you can change both individual and organizational unit authorizations as needed.
In addition, new spim (unsolicited commercial instant messages) filters have been added to Live Communications Server. You can configure these filters to suit the particular needs of your organization and reduce the chance of receiving unsolicited commercial instant messages.
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Note

No trial or evaluation is available with public IM connectivity. However, you can purchase a small number of public IM connectivity licenses to try the service and then increase the number of licensed users if you find that the service meets your organization’s needs.

Enhanced Federation

Live Communications Server 2005 with SP1 provides for simpler federation between organizations. Enhanced federation uses DNS SRV resolution to locate the Access Proxy of a federated partner, and it uses mutual TLS (Transport Layer Security) to secure the connection. Enhanced federation eliminates the need to specify the Access Proxy of every federation partner, as well as the need to provide the FQDN of your organization’s Access Proxy to those partners. Network administrators can either limit enhanced federation to explicitly designated external domains (the recommended configuration) or extend it to any and all external domains.

Enhanced federation with explicitly designated external domains is the recommended federation model. It requires less overhead than direct federation, but still provides security controls. In most cases, enhanced federation eliminates the need for a clearinghouse configuration. 
Spim Control

Live Communications Server SP1 also introduces new spim (also known as unsolicited commercial instant messages) controls. These new spim filters can be configured to suit the particular needs of your organization to reduce the likelihood of receiving unsolicited messages.

For both public IM connectivity and enhanced federation, IM and the exchange of presence information is restricted to names explicitly specified in each user’s Allow list to reduce the likelihood of spim. In addition, Network Administrators can limit enhanced federation only to trusted domains, which would be highly unlikely spim sources. With Communicator 2005, users can choose to override this setting and accept IM from users not on their Allow list.

Improvements to Live Communications Server 2005

Live Communications Server 2005 with SP1 includes the following functionality and performance improvements:

· Support for multitree Active Directory forests. Organizations with multiple Active Directory trees in a single forest can now deploy Live Communications Server 2005 in a supported topology.

· Improved server API performance. The server API in Live Communications Server 2005 with SP1 can handle 300 percent more messages with a significantly lower CPU demand on the server.

· Improved upgrade experience. The upgrade process from Live Communications Server 2005 to Live Communications Server with SP1 is an in-place upgrade. As such, it does not require you to export or import existing databases as was required in upgrading from Live Communications Server 2003 to Live Communications Server 2005.

Support for Communicator and Telephony Integration

Live Communications Server 2005 with SP1 provides all the necessary infrastructure for deploying Microsoft Office Communicator 2005. For topologies that use Communicator as their IM client, Live Communications Server 2005 with SP1 includes infrastructure and deployment support for telephony integration

Simplified Certificate Configuration

With Live Communications Server 2005 with SP1, Web server certificates are sufficient for your Live Communications Server topology. Certificates configured for client authorization are no longer required. 

Overview of Live Communications Server 2005

Standard Edition vs. Enterprise Edition

Live Communications Server is available in two different editions: the Standard Edition for smaller organizations and an Enterprise Edition for larger organizations or and environments with greater availability and scalability requirements.

Live Communications Server 2005 Standard Edition

The Standard Edition is a standalone server with a collocated MSDE (Microsoft Desktop Engine) database that is intended to handle a maximum of 15,000 users, which is sufficient capacity for small- and medium-sized business deployments. Live Communications Server 2005 Standard Edition is designed to run as a single computer with a dual processor Pentium 4-compatible CPU.

Live Communications Server 2005 Enterprise Edition

Live Communications Server 2005 introduces an Enterprise Edition targeted at the large enterprise market segment. This version provides higher scalability and better availability (failover capabilities with better service availability characteristics) for large scale deployments supporting up to 125,000 users.

The Live Communications Server 2005 Enterprise Edition is based on a distributed processing, a two-tiered architecture with Live Communications Servers connected to centralized storage on a Live Communications Server 2005, Back-End Database.

Technical Overview

Extending from the same SIP- and SIMPLE-based industry standard platform as Live Communications Server 2003, Live Communications Server 2005 enables business decisions even faster than the previous version and offers the ability to share presence, IM, and real-time communication capabilities with partners, customers, and suppliers.

For more information about technical deployment of Live Communications Server, see Live Communications Server 2005 Deployment Series. For information about Active Directory domain structures, including trees and forests, see your Microsoft Windows Server™ 2003 documentation.

Server Roles

The Live Communications Server architecture is made up of multiple roles, each serving a different function. Your environment must include one of the first two roles, Standard Edition or Enterprise Edition, which handle the front-end operations of Live Communications Server. These roles function as a “home server” within Live Communications Server architecture. All other roles perform in conjunction with these front-end architecture components.

Standard Edition

Live Communications Server 2005 Standard Edition provides a simple way to enable presence and IM services for smaller, less complex networks. Standard Edition is completely self‑contained and does not require an external SQL Server to operate.

Enterprise Edition

For deployments that require higher availability or greater scalability, the concept of a “home server” is divided into two distinct parts: Live Communications Server Enterprise Edition, which manages client connections, presence, and other real-time communication features like instant messaging; and Live Communications Server 2005, Back-End Database, a back-end server, running Microsoft SQL Server™ 2000 SP3a, which can be clustered. Together the Enterprise Edition Server and the Back-End Database form a pool.

What is a Pool?

Live Communications Server 2005 Enterprise pool is a collection of Enterprise Edition Servers that are connected to a central Live Communications Server 2005, Back-End Database.

Users (clients) register on an Enterprise pool. Users are directed to a specific server within the pool by a hardware Load Balancer that distributes the load to these servers. The Load Balancer exposes a single VIP address (Virtual Internet Protocol address) that is used by the clients to access the pool. Each server running Live Communications Server 2005 Enterprise Edition within the pool is responsible for connection processing, security and authentication, protocol processing, and server applications. Static data, such as contact lists and ACLs (access control lists) are stored as persistent data on the Live Communications Server 2005, Back-End Database. A client can register on one server in one instance and a different server at a different point in time, or might have multiple devices where the user is logged on (endpoints)—each logged on through a different server at a single point in time.

The user data is resident in Live Communications Server 2005, Back-End Database, which is a server that runs SQL Server 2000. The database contains records that hold static data previously described and dynamic user data such as endpoints and active descriptions for a user, and runs a set of stored procedure calls that form the core of the operational software. Live Communications Servers within the pool are networked to the back-end server using a high-speed network. These Live Communications Servers also run the UR (User Replicator) software to provide a connection to Active Directory so user account information can be synchronized between the Live Communications Server 2005, Back-End Database, and Active Directory.

Director

The Director is a special configuration mode of either Standard Edition or Enterprise pool that is not used to home any users. Directors are used to authenticate and authorize remote clients (the enterprises own users connecting from outside the firewall using the access proxy) and to route clients to their home server. Access Proxies do not communicate to Active Directory by design and, therefore, they authenticate users. 

Access Proxy

The Access Proxy enables the following features:

· Federation, the ability to communicate with users in another organization 

· Remote user access, which is the ability of users to connect to internal Live Communications Servers from an external location.

· Public IM connectivity, available with SP1 and the purchase of a public IM connectivity license.

The Access Proxy is a specially configured proxy that was designed and tested to operate in the perimeter network. Access Proxy has restricted routing rules that separate the outside edge of the network from the inside edge, and provides a central platform to manage and enable cross-organization, domain-based policies. An Access Proxy does not require Active Directory, as it only manages SIP domains, not users. Access Proxy requires a Standard Edition license, although this server role is provided for both Standard Edition and Enterprise Edition installations.

Proxy

Live Communications Server 2005, Proxy, can act as an application proxy or a forwarding proxy.

A forwarding proxy is used in branch offices or remote sites to connect users through an Access Proxy to Live Communications Servers in a central site or data center.

An application proxy provides a platform for customizing deployment and developing applications. Static routing rules can be configured while more complex routing applications can be written by using MSPL (Microsoft SIP Processing Language) or by using managed code (such as C++, C#). Proxy requires a Standard Edition license, although this server role is provided for both Standard Edition and Enterprise Edition installations.

Archiving Service

Archiving service consists of a server that contains archived instant message conversations for users configured for archiving. Archiving must be enabled on each Live Communications Server hosting users that you want to archive. The Archiving service uses an SQL database to store archiving information. The Archiving service enables companies to conform to corporate or government policies that require the retention of instant messaging communications.

Administration Tools

The Live Communications Server 2005 with SP1 administration tools can be installed from either a Standard Edition or Enterprise Edition CD. You can run the Administration tools on any of the following platforms:

· Microsoft Windows Server™ 2003 

· Microsoft Windows® 2000 Server SP4

· Microsoft Windows XP

Running the administration tools on Windows 2000 Professional is not supported.

Additional Components

Active Directory

Active Directory is used by Live Communications Server to store user and server information. This information is commonly cached at each Live Communications Server hosting users by a UR process to increase routing performance. The significant piece of information stored in Active Directory is the Live Communications Server object on which a user resides, allowing for a unified user namespace to be used across multiple home servers.

Load Balancer

Some Live Communications Server 2005 deployments, when creating an array of Access Proxies, Directors, or Enterprise Edition Servers, require an IP Load Balancer to be deployed. Load Balancers balance layer 4 TCP traffic and route traffic away from failed nodes. They are not required to decrypt TLS (Transport Layer Security) or parse SIP messages.

Client Platform

The client platform enables a wide range of client type applications, such as automated bots, presence integration, and custom clients. Applications developed by using the client platform can work side by side with a computer running Live Communications Server 2005, Proxy, thus simplifying deployments.

Live Communications Server 2005 with SP1 supports Microsoft Windows Messenger 5.1, but the Communicator client offers higher performance and increased functionality. 

Supported Topologies

Live Communications Server 2005 supports a greater number of server topologies than previous versions. This section presents a high-level view of each topology that can be deployed within the enterprise. The topologies described here are categorized as Active Directory topologies and network topologies.

Active Directory Topologies

Depending on their needs and size, enterprises either deploy a single forest for their entire infrastructure or multiple forests for each business unit to allow for each unit to maintain an administrative autonomy.

Active Directory can exist in the following structures:

· Single forest

· Multiple forests

Single Forest Topologies

You can use three kinds of single forest topologies:

· A single domain topology

· A single tree with multiple domains

· Multiple Active Directory trees with disjoint namespaces. Multiple trees are supported by Live Communications Server 2005 with SP1 and later.

Single Domain

The most basic Active Directory structure where you can deploy Live Communications Server is the single forest, single domain topology. This is most common in smaller organizations and is shown in the following figure.

Figure 1   Single forest topology
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Single Forest with Multiple Domains

A more complex Active Directory structure is the single forest with multiple domains. This configuration consists of a root domain and one or more child domains. You can deploy servers in different domains from the domain where you create users. An Enterprise pool must be deployed across a single domain.

Figure 2   A single forest with multiple domains


[image: image4.emf]users.fabrikam.com

Active Directory

fabrikam.com

Active Directory

production.fabrikam.com

Active Directory

Archiving

LCS 2003

branch.users.fabrikam.com

Active Directory

LCS 2005

Pool 

LCS 2005

Single Forest Topology


Single Forest with Multiple Trees

Another complex Active Directory structure is the single forest with multiple trees and disjoint namespaces. This configuration consists of one or more root domains and one or more child domains. You can deploy servers in different domains from the domain where you create users. 

Figure 3   Single Forest with Multiple Trees
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Multiforest Topologies

Larger organizations that have multiple business units may prefer to deploy separate Active Directory forests for each unit. Using distinct Active Directory structures provides autonomy of their schema and security. Each business unit can extend their schema without affecting other business units. Administrators in one business unit cannot be administrators in another business unit.

Live Communications Server supports two distinct multiforest topologies: resource forest topologies and central forest topologies.

Resource Forest

The resource forest topology is a multiforest configuration used by Microsoft Exchange. This topology dictates that one of the forests in the organization is dedicated for server applications only (for example, Exchange). Users from other forests are represented as disabled user accounts in the resource forest. These disabled user accounts are then enabled for a mailbox on the Exchange servers. Live Communications Server 2005 can take advantage of the investment in this particular topology. In the same way that disabled user accounts in the resource forest are enabled for Exchange, they can also be enabled for Live Communications Server. This provides the benefit of only extending the Active Directory schema in a single forest (the resource forest) and leveraging the existing Active Directory infrastructure. In this topology, GALsync is required to synchronize information across forests.

For more information about resource forest topologies, see the Exchange Server 2003 Deployment Guide available on the Microsoft Web site at http://www.microsoft.com/technet/prodtechnol/exchange/2003/library/depguide.mspx.

Figure 4   A resource forest topology
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Central Forest

The central forest topology is an improved variation of the resource forest. Instead of using disabled user accounts to represent external users from other forests, Active Directory Contact objects represent external users. MIIS (Microsoft Identity Integration Server) is required to synchronize users as Contact objects in the central forest. In addition to the advantages that the resource forest provides, the use of MIIS automates the lifecycle management of users within the organization when new employees are hired or other employees leave the company. Additionally, the use of Active Directory Contact objects is more lightweight than Active Directory User objects. Finally, users within the central forest are not restricted from being enabled for Live Communications Server.

Figure 5   Central forest topology
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Network Topologies

Live Communications Server 2005 introduces support for federation and remote access. Companies are communicating more and more across the boundaries of their own organization with customers, partners, and suppliers. This demands that such communications are capable of reaching across the perimeter network (also known as DMZ, demilitarized zone, and screened subnet) while trying to remain secure and controlled. With Live Communications Server 2005, this is now possible. Employees outside the perimeter network of their corporations are no longer required to use a VPN (virtual private network) to log on to their Live Communications Server. Geographically dispersed organizations can provide Live Communications Server service to their regional or branch offices in a cost effective manner across the Internet.

The supported network topologies are:

· Remote access

· Branch office

· Federation

· Direct or enhanced federation 

· Federation with a clearing house 

· Federation with a public IM service provider

For more information about network topologies, see “Planning for Remote User Deployment and Federation.”

Reference Architecture

The following is a diagram of the reference architecture for Live Communications Server 2005.

Figure 6   Reference architecture diagram for Live Communications Server 2005
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Basic Deployment Planning Considerations

This section covers the basic considerations for planning a Live Communications Server deployment.

Determining Server Roles

This section helps you determine the roles required for your Live Communications Servers in your deployment. For more information about server roles, see the section titled “Server Roles” earlier in this document. 

As stated earlier, both Access Proxy and Proxy require only a Standard Edition license, although these server roles are available in both Standard Edition and Enterprise Edition.

Standard Edition and Enterprise Edition Pools

Both Standard Edition or Enterprise Edition Servers provide Live Communications Server services (presence, IM, and client peer-to-peer voice, video, and data sharing) for your users offering centralized authentication, transport security, roaming of user data, and deployment of Live Communications Server applications. In a Standard Edition deployment, you must configure at least one server in the environment as a Live Communications Server. In an Enterprise Edition deployment, you must deploy at least one Enterprise Edition Server and one Live Communications Server 2005, Back-End Database, for storage.

Access Proxy

Access Proxies are deployed in your organization’s perimeter network, allowing the following capabilities:

· Permits your organization to connect securely with other organizations (known as federation) 

· Enables Live Communications Server services for employees who are working remotely from outside the organization. 

· Permits users in your organization to communicate securely with users of MSN, Yahoo!, or AOL. The infrastructure for this feature is available with SP1, but you must purchase an additional per-user license to enable public IM connectivity.

Federation establishes MTLS (Mutual TLS) connections with other organizations using Access Proxies, including companies and clearing houses. With public IM connectivity, MTLS connections are used to connect to the public IM service providers. Users in your organization who are outside the corporate intranet can also securely connect to the access proxy through TLS to access Live Communications Server services without having to rely on VPN services. Furthermore, remote or branch offices can connect to the access proxy through a local forwarding proxy over MTLS.
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Note

Access Proxies are almost always deployed after you have completed your deployment of at least one Standard Edition Server or Enterprise pool and rolled out Live Communications Server services to some users.

For more information about Access Proxy planning, see “Planning for Remote User Deployment and Federation” later in this document.

Proxy

Proxies are deployed in organizations in several ways. First, proxies are often deployed as application servers within an environment where Live Communications Server Standard Edition or Enterprise pools exist and the domain itself is prepared for Live Communications Server 2005. In this environment, an application proxy can be used to route through certain applications for processing. Second, proxies can also be deployed as forwarding proxies, usually deployed at branch offices where there are no Live Communications Servers or pools. In these latter scenarios, the forwarding proxy will connect to an Access Proxy in the central or data center site, which passes this traffic to internal Live Communications Servers deployed behind the Access Proxy.

Archiving Service

The Archiving service can be deployed to archive communications within your organizations, to archive communications with federated users, and to track usage data across your organization. You can configure archiving settings globally for all users in your forest or for individual users. Individual user settings always override global settings.

Planning your Deployment Path

This section helps you determine the deployment path to Live Communications Server 2005. The most appropriate path for deploying Live Communications Server depends on whether you are deploying Live Communications Server 2005 in a new deployment in which no previous versions of Live Communications Server have been deployed. Or whether you are upgrading from Live Communications Server 2003, and if so, your desired timing and phasing of the upgrade to Live Communications Server 2005.

Read the following sections for more information about the deployment path considerations for your deployment scenario.

Planning for a New Deployment

Deploying Live Communications Server 2005 in an organization that does not already have Live Communications Server 2003 deployed is fairly straightforward. You must confirm that your organization has the correct prerequisite infrastructure, including Active Directory, Windows Server 2003 for deploying Live Communications Servers, and Windows 2000 Server (or later) to support the Windows Messenger client, DNS (Domain Name System) Server service, and access to a public key infrastructure (PKI). For more information about these prerequisites, see “Capacity Planning” later in this document and also the Live Communications Server 2005 Deployment Series.

Also confirm that your IT infrastructure meets the following requirements:

· Active Directory is deployed.

· Domain controllers are running Microsoft Windows® 2000 Server SP4 (Service Pack 4) or Windows Server 2003.

· Global catalog servers are running Windows 2000 Server SP4 or Windows Server 2003, and that you have at least one global catalog server in the forest root domain.

· PKI is deployed and configured, either using Windows 2000 or Windows Server 2003 CA (certification authority) or a third-party CA infrastructure.

· DNS is deployed and correctly configured.

· Servers running Live Communications Server 2005 Standard Edition or Enterprise Edition require Microsoft Windows Server™ 2003, Standard Edition; Windows Server™ 2003, Enterprise Edition; or Windows Server™ 2003, Datacenter Edition.

Other common considerations include which features and scenarios you require, which edition to deploy, how many and where to deploy the pools and servers, how fast to implement the rollout, planning for the Active Directory preparation procedures, and training the administrators.

Updating to Live Communications Server 2005 with SP 1

This update process supports only the update of Live Communications Server 2005 full version. The following update paths are not supported:

· Updating the evaluation version or any prerelease version of Live Communications Server 2005 to Live Communications Server 2005 with SP1. You must first install the full version of Live Communications Server 2005, or you can remove the evaluation version and then do a clean installation of Live Communications Server with SP1.

· Updating Live Communications Server 2003 directly to Live Communications Server 2005 with SP1 using the Service Pack 1 Update package. 

To update to Service Pack 1, you must update all servers within your Live Communications Server 2005 topology. Although updating Archiving servers is not required, it is recommended to simplify the process of installing future updates and so your Archiving servers will benefit from the enhancements in SP1 as described in “Improvements to Live Communications Server 2005” in “What’s New in Service Pack 1” earlier in this document.

The update process includes updating the following server roles:

· All Live Communications Server 2005 Standard Edition Servers

· All Live Communications Server 2005 Enterprise Edition Servers and Enterprise pools

· Directors 

· Access Proxies

· Proxies

· Archiving service

· Administration tools

Upgrade Process Overview

We recommend that you upgrade your Live Communications Servers and administration tools in the following order:

1. Upgrade Active Directory schema and prepare domains.

2. Upgrade network perimeter servers: Access Proxy, Proxy, Directors. (Upgrade your Access Proxies first, your branch office Proxies next, and then any Directors.)

3. Upgrade internal servers: Enterprise pool, Standard Edition Server, Archiving service.

4. Upgrade administration tools.

Setup automatically updates your installation files and preserves any configurations and existing databases. 

The upgrade process varies slightly for different server roles. The following list summarizes the process for each server role.

· For Standard Edition Servers and Enterprise Edition Servers, you must rerun activation.

· To upgrade an Enterprise pool, you must upgrade the pool first. This process upgrades the Live Communications Server 2005, Back-End Database, software, but it preserves the configurations of the user database (RTC) and the configuration database (RTCConfig).

· Proxies and Access Proxies require only an upgrade of the installation files. You do not need to rerun activation on these servers.

Coexistence Issues

During the upgrade, if your organization requires a coexistence phase (in which some servers are running Live Communications Server 2005 and others are running Live Communications Server 2005 with SP1), be aware of the following:

· To ensure that all settings and functions work as expected, we strongly recommend that you not use SP1 functionality until you have upgraded all servers to SP1. 

· Presence and IM messaging continue to function during coexistence.

· Federation and remote user access will work if all Access Proxies, Proxies, and Directors are running Live Communications Server 2005 with SP1. SP1 functionality will be available only to users who are hosted on a computer that is running Live Communications Server 2005 with SP1. 

Upgrading from Live Communications Server 2003 to Live Communications Server 2005

Upgrading from Live Communications Server 2003 to Live Communications Server 2005 with SP1 involves the following steps:
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Note

A direct upgrade path from Live Communications Server 2003 to Live Communications Server 2005 with SP1 using the SP1 Update package is not supported. 

· Preparing Active Directory for Live Communications Server 2005 with SP1.

· Upgrading from Live Communications Server 2003: Home Servers, Front-End servers, Archiving service, and Remote (Outside) User Scenario.

· Managing coexistence between Live Communications Server 2003 and Live Communications Server 2005. Specifically, how rapidly to move from Live Communications Server 2003 to Live Communications Server 2005 with SP1.

Preparing Active Directory for Live Communications Server 2005 from Live Communications Server 2003

The first step in upgrading to Live Communications Server 2005 with SP1 requires preparing Active Directory because new objects, classes, groups, and ACEs have been added to enable new features and improve performance in Live Communications Server 2005 with SP1. 

The Live Communications Server 2005 Active Directory preparation procedures are parallel and backward compatible with the Active Directory preparation procedures for Live Communications Server 2003. Live Communications Server 2003 can coexist with Live Communications Server 2005 after Active Directory has been prepared for Live Communications Server 2005. The Live Communications Server 2005 procedures preserve existing Live Communications Server 2003 objects, containers, groups, and ACEs. The majority of the Live Communications Server 2003 groups and objects continue to be used for Live Communications Server 2005 deployments. For example, the RTCDomainServerAdmins and RTCHSDomainServices domain global groups are still valid and used for Live Communications Server 2005. Your Live Communications Server 2003 administrative model should not need changing. 

Upgrade Paths from Live Communications Server 2003 Home Servers

There are two supported paths from a Live Communications Server 2003 Home Server. First, there is a side-by-side move-users upgrade path supported from Live Communications Server 2003 Home Server to either a Live Communications Server 2005 with SP1, Enterprise pool or Standard Edition Server. Second, there is a manual in-place upgrade when moving from a Live Communications Server 2003 Home Server to a Live Communications Server 2005 with SP1 Standard Edition Server only. 

Side-by-Side Path

The side-by-side move users upgrade path involves deploying a new Live Communications Server 2005 Enterprise pool or Standard Edition Server and then moving your users and their data from the Live Communications Server 2003 Home Servers to the Live Communications Server 2005 Enterprise pool or Standard Edition Server. This path can minimize service downtime and is especially useful when consolidating several Live Communications Server 2003 Home Servers to a single Live Communications Server 2005 Enterprise pool or Server.

Manual In-Place Path

The manual in-place upgrade path involves exporting the user data from your Live Communications Server 2003 Home Server, replacing the Live Communications Server 2003 Home Server with Live Communications Server 2005 Standard Edition, importing the Live Communications Server 2003 user data into the Live Communications Server 2005 user database, and then rehoming your Live Communications Server 2005 users using the Move Users procedures (which will update the Active Directory attributes for these users). 

Upgrade Paths from Live Communications Server 2003 Front End Servers

Live Communications Server 2003 Front-End servers can be replaced with Live Communications Server 2005, Directors. Directors are Standard Edition Servers without users, similar to the Live Communications Server 2003 Front-End servers, which were Home Servers without users. The only upgrade path is to uninstall the Live Communications Server 2003 Front-End server and to replace it with a Live Communications Server 2005, Director. 

For coexistence, Live Communications Server 2003 Front-End servers currently used to redirect clients during log on to their Live Communications Server 2003 Home Server can also to route clients to a Live Communications Server 2005 Enterprise pool or Standard Edition Server before you update them to Live Communications Server 2005, Directors. However, the Live Communications Server 2003 Front-End server cannot be used to proxy clients to a Live Communications Server 2005 Enterprise pool or Standard Edition Server. For example, you cannot deploy a Live Communications Server 2003 Front-End server to proxy traffic from a Live Communications Server 2005, Access Proxy, to internal Live Communications Server 2005 Enterprise pools or Standard Edition Servers.

Upgrade Paths from Live Communications Server 2003, Archiving Service

Upgrading from a Live Communications Server 2003, Archiving service to a Live Communications Server 2005, Archiving service, is supported through an export-import tool that enabled the Live Communications Server 2003 archives to be migrated to the new Live Communications Server 2005 archiving database. This upgrade path involves exporting the Live Communications Server 2003 archives, deploying a new Live Communications Server 2005, Archiving service, either side-by-side with the Live Communications Server 2003 or replacing the Live Communications Server 2003 on the same computer, and then importing the Live Communications Server 2003 archives into the Live Communications Server 2005 archiving database. 

Upgrade Paths from Live Communications Server 2003 Outside User Scenario

To upgrade from the Live Communications Server 2003 Outside User Scenario, you must move the entire topology to Live Communications Server 2005. It is not supported to partially upgrade your topology such as just upgrading the Live Communications Server 2003, Proxy to a Live Communications Server 2005, Access Proxy, or just replacing your internal Live Communications Server 2003 Home Servers with Live Communications Server 2005 Standard Edition Servers. The Live Communications Server 2005 remote (outside) user scenario requires that all the components of the topology are Live Communications Server 2005. The recommendation is to first upgrade your internal servers in your organization, and then to upgrade your perimeter servers. 

Managing Coexistence Between Live Communications Server 2003 and Live Communications Server 2005

Many companies, especially larger ones, will have phases of coexistence between Live Communications Server 2003 and Live Communications Server 2005 before they complete the migration from Live Communications Server 2003 to Live Communications Server 2005. Live Communications Server 2005 is designed to meet this requirement by supporting the coexistence of Live Communications Server 2005 Enterprise pools and Standard Edition Servers with Live Communications Server 2003 Home Servers. Live Communications Server 2003 Front-End servers also support redirecting clients during logon to Live Communications Server 2005 Enterprise pools and Standard Edition Servers. Additionally, you can install Live Communications Server 2005 and Live Communications Server 2003 administrative tools on the same computer to manage co-existence.

However, Live Communications Server 2005 has the following limitations on coexistence.

· Live Communications Server 2005 federation and remote user scenarios require Live Communications Server 2005 Enterprise pools, Standard Edition Servers, and Directors, and does not support Live Communications Server 2003 Home Servers.

· Live Communications Server 2003 Front-End servers cannot be used to proxy clients to a Live Communications Server 2005 Enterprise pool or Standard Edition Server. For example, you cannot deploy a Live Communications Server 2003 Front-End server to proxy traffic from a Live Communications Server 2005, Access Proxy, to an internal Live Communications Server 2005, Enterprise or Standard Edition Server.

· Live Communications Server 2003 Home Servers cannot be managed from a Live Communications Server 2005 administrative snap-in, although you can view these servers in the Live Communications Server 2005 administrative snap-in and also move Live Communications Server 2003 users to a Live Communications Server 2005. However, managing users homed on both versions can be managed from Active Directory Users and Computers snap-in on a Live Communications Server 2005 or another server with the Live Communications Server 2005 administration tools installed. 

Example Deployment Scenario

This section presents a high-level deployment scenario that guides you through the deployment tasks involved in two enterprises.

The following diagram depicts a high-level view of Active Directory and the perimeter network infrastructure of two companies: Contoso, Ltd. and Fabrikam, Inc.

Figure 7 Active Directory infrastructure of Contoso, Ltd. with the perimeter network
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Contoso’s initial deployment involved the following stages.

5. Deploying Standard Edition Server.

6. Connecting clients to the server.

7. Deploying an access proxy and enabling federation and remote access.

In Contoso’s deployment, the initial stage consists of deploying Live Communications Server 2005 Standard Edition. This is equivalent to a home server in Live Communications Server 2003. Because the maximum capacity of a Standard Edition deployment is 15,000 users, and Contoso supports 10,000 internal users, Standard Edition was a good choice for Contoso.

The next step is to enable the remote access and federation capabilities of Live Communications Server 2005. Initially, this will only allow remote employees to remotely connect to Live Communications Server without first tunneling into the corporate network using a VPN (virtual private network). To configure remote access, at least one access proxy must be deployed in Contoso’s perimeter network and the internal Live Communications Server infrastructure must be configured for remote access. After enabling remote access, Contoso enables federation with its business partner Fabrikam and a clearing house.

Fabrikam is a larger company than Contoso and supports users in a branch office site. Because Fabrikam supports 50,000 users, Enterprise Edition is deployed in its main corporate site. Fabrikam’s deployment involved the following stages.

1. Deploying Enterprise Edition Server.

2. Connecting clients to the server.

3. Deploying a Director.

4. Deploying an Access Proxy and enabling federation with Contoso, and enabling remote access and public IM connectivity. 

5. Deploying a branch office proxy for its remote site.

Planning Roles and Permissions

This section covers the Live Communications Server 2005 permissions model and requirements for administration and deployment.

· Organization of administrative roles.

· Tuning the centralization and distribution of your administrative model.

· Permissions required for deployment.

· Permissions handling for a locked-down Active Directory.

· Local administration model for access proxy.

Organizing Administrators Based on Servers or Users

Live Communications Server 2005 provides you with two separate, functional, administrative roles:

· Server administrators. These administrators are focused on deploying Live Communications Servers, managing server settings (proxy, routing, applications, and security), monitoring and troubleshooting servers, and managing the global settings. They can also be involved in moving users between Live Communications Servers. 

· User administrators. These administrators are focused on enabling, managing, disabling, and moving users. They can also manage users’ data including contacts, ACLs, and other settings.
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Note

The ability to move users between servers is the only shared permissions between the two groups.

These two administrative roles exist mainly at the domain level and these roles can be extended across domains as explained in the following section titled “Tuning the Centralization and Distribution of Your Administrative Model.” For each domain, the Prep Domain procedure creates Live Communications Server domain global groups for server and user administration (RTCDomainServerAdmins and RTCDomainUserAdmins). These domain global administration groups can manage all servers and users respectively in that domain including settings stored in Active Directory, user data stored in the User Service database of a Live Communications Server, and pool- or computer-level WMI (Windows Management Instrumentation) configuration settings stored on each pool or server.

The Live Communications Server 2005 Enterprise pool and Standard Edition Servers, have matching local administrative groups (RTC Local Administrators, RTC Local User Administrators) to which the domain global groups are granted membership. Membership in the local groups allows these domain global groups to manage the machine-level settings on each server. The Enterprise pool and Standard Edition Server also have pool-level settings that are stored in the RtcConfig database on the back-end database. The domain global groups also have permissions on this database.

Live Communications Server 2005, Access Proxy and Proxy, has a local administration model that is described later in this document.

The following table shows the basic sources of data in a Live Communications Server 2005 deployment and how server and user administration roles are assigned permissions on these data sources.

Table 1 Data source and permissions 

	Live Communications Data Source
	Administration Permissions

	User Services Database on Enterprise pools and Standard Edition Servers, which stores users data including contacts, ACLs, and groups
	· RTCDomainUserAdmins can manage the user data (for example, adding , viewing or deleting contacts for users) and execute procedures such as moving users.

· RTCDomainServerAdmins can move users only.

	Active Directory user data
	RTCDomainUserAdmins can manage users, including enabling and disabling.

	WMI configuration settings, Enterprise pool and Server Edition Server, (pool and machine level)
	· RTCDomainServerAdmins can manage all settings.

· RTCDomainUserAdmins can read all settings.

· RTC Local Admins can manage can manage only machine-level settings.

·  RTC Local User Admins can read only machine level settings.

	WMI configuration settings, access proxy and Proxy (machine level only)
	RTC Local Admin can manage .

	Active Directory global settings
	RTCDomainServerAdmins can manage.

	Active Directory server data
	RTCDomainServerAdmins can manage.

	WMI configuration settings, Archiving service
	RTCDomainServerAdmins can manage.

	Archiving service database
	Can be managed by any SQL Administrator.


For more information and details about the permissions required for Live Communications Server, see the Live Communications Server 2005 Reference Guide.

Tuning the Centralization and Distribution of Your Administrative Model

Live Communications Server also provides some basic levels to support customer requirements to design a more centralized or more distributed administrative model.

As previously noted, Live Communications Server 2005 provides two basic levels of administration: one at the domain level, and one at the server level.

· RTCDomainServerAdmins and RTCDomainUserAdmins. Any domain that is prepared for Live Communications Server by running Prep Domain and Domain Add to Forest Root has a server and user domain-level global administrative groups with permissions to manage Live Communications Server Active Directory objects in the domain and in the forest root domain (such as global settings and the pool container). They also have permissions on all Live Communications Servers in the domain and can administer individual server settings and pool-level settings and user data.

The Live Communications Server 2005 administration model always creates both server and user administrative roles, The domain prep and root domain add (if the domain is not the root) procedures are the only way to enable domain-level administration.

· RTC Local Server Administrators and RTC Local User Administrators. Each Live Communications Server has a server and user local administrator group with permissions to manage server settings and user data on individual computers.
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Note

The local administrator cannot manage user or server Active Directory settings, or pool level settings on an Enterprise pool or Standard Edition Server.

Live Communications Server 2005 also supports various cross-domain administration capabilities by assigning additional permissions in other domains to the domain global administrative groups. Possible scenarios that can be enabled include:

· Cross-domain user administration. Live Communications Servers are often deployed in specific domains while hosting users from all domains in the enterprise. It is possible to give the RTCDomainUserAdmins group, from one domain (the domain where the servers are deployed), permissions to enable and configure users from any or all domains. This scenario is useful when you need to move users across multiple domains, and the pool or servers are in the domain of the administrator.

· Cross-domain server administration. RTCDomainServerAdmins or RTCDomainUserAdmins from one domain can be given permissions on specific pools and servers in another domain. This is a less common scenario than cross-domain user administration, and is usually applied when you need to move users across servers in multiple domains.

The procedures for enabling these cross-domain administration capabilities are explained in the Live Communications Server 2005 Deployment Series. 

Permissions Required for Deployment

The initial deployment of Live Communications Server 2005 involves running several procedures that require a user who has Domain Admins or higher credentials.

· Schema Admins, Enterprise Admins, and Domain Admins credentials are needed for initial Active Directory preparation deployment procedures.

· Domain Admin equivalent credentials are needed for activating the Setup procedure. See the Live Communications Server Deployment Series for activating the Setup procedure without Domain Admins credentials.

Many of these Active Directory preparation steps are only required once, such as extending the Active Directory schema for Live Communications Server (Prep Schema) and creating forest-level Live Communications Server Global Settings (Prep Forest). Other procedures are also very infrequent including preparing a domain (Prep Domain), adding a domain’s administrative groups to another domain (Domain Add), and activating a Live Communications Server or activating a Proxy in a domain where Prep Domain has been run.

The following table explains the credentials involved in each deployment task. For more information about these deployment tasks, see the Live Communications Server 2005 Deployment Series.

Table 2 Deployment procedure and permissions

	Procedure
	Action
	Required Credentials/Roles

	Run Prep Schema 
	Extend schema in your forest for Live communications.
	Schema Admins and local administrator credentials on the schema master.



	Run Prep Forest 
	Creates Live Communications Server objects in the forest root domain including global settings container, global settings objects, and pool container.
	Enterprise Admins or Domain Admins of forest root domain.



	Run Prep Domain 
	Creates objects and domain global groups in the domain. This is necessary to deploy a Live Communications Server Standard Edition or an Enterprise Edition pool.
	Domain Admins.



	Run Domain Add 
	Give one domain permissions on the other domain. This can be used for several purposes during deployment including:

· Add domains to the forest root domain.

· Add domain to users only domains.

· Add domain to another domain for cross-domain management.

· Add domain to another domain for cross-domain user search.
	Domain Admins of the domain giving permissions.



	Activate a Standard Edition Server or Enterprise Edition Server (Also Proxy and Archiving service if domain is prepped)
	Assigns a domain service account, create required Active Directory settings, and starts the service.
	Domain Admins equivalent permissions; also RTCDomainServerAdmin is often needed. See the Deployment Series for the exact permissions.


Permissions Handling for Locked-Down Active Directory

Administrators who deploy Live Communications Server often lock down Active Directory for security purposes. You can do this using a variety of Microsoft recommended procedures. However, Active Directory lockdown often creates problems for applications that have permissions (ACEs – access control entries) requirements in Active Directory.

The following table describes the deployment issues that can arise in a locked-down Active Directory environment, and the method used by Live Communications Server to resolve each issue. 

Table 3   Deployment issues and resolution in a locked-down Active Directory environment

	Deployment Issue
	Resolution

	Authenticated user ACEs are removed from a domain’s default containers (for example; System, Users, Computers, Domain Controllers), which an application (and its administrators) may rely on to access information in these containers.
	The Live Communications Server 2005 Prep Domain procedure adds additional direct ACEs on relevant default containers of that domain to remove the reliance of Live Communications Server 2005 on these authenticated user ACEs. 

Note that removing authenticated user Read ACEs on the forest root main containers blocks deployment of Live Communications Server 2005 in a child domain. This scenario cannot be addressed by Live Communications Server 2005 in its default configuration. The workaround is to add Read ACEs on these root domain container for the Domain Admins from the child domains who will be activating the Live Communications Servers.

	Custom OU (organizational unit) containers are deployed for users and computers, with permissions inheritance disabled. This may cause ACEs required by applications (and its administrators) on user and computer objects, but which are often set in a parent container, to not inherit down to these objects.
	Live Communications Server provides an optional CreateLcsOuPermissions procedure, available from the LcsCmd.exe command-line deployment tool. This procedure allows you to add the remaining Live Communications Server ACEs (those that were not inherited) to objects in a specified OU container.

For this solution to be successful, you must specify the type of objects in the OU container (for example, computer, user, InetOrgPerson objects) so that the procedure only adds the relevant ACEs for that object type. There is also an option for selecting OU object type of contacts for supporting the central forest topology scenario.

If your organization has placed all your Computer and User objects in OUs with permissions inheritance disabled, you will need to run this CreateLcsOuPermissions procedure on every OU with users enabled for Live Communications Server 2005 or computers hosting Live Communications Server 2005. This will be required in order to enable successful deployment, operations, and administration of Live Communications Server 2005.

See the Live Communications Server 2005 Deployment Series for more details and exact procedures.


Live Communications Server 2005 requires access to the schema and configuration container. In the rare case that authenticated user ACEs have been removed from those containers, you can set specific ACEs for Live Communications Server 2005 by running any required root domain prep and root domain add procedures with a user account that has Schema and Enterprise Admins credentials, instead of the normally required root Domain Admins credentials.

Local Administration Only for Access Proxy or a Proxy in a Workgroup or Unprepped Domain

The Live Communications Server 2005, Access Proxy and Proxy, has a different administrative model than the Enterprise pool and Standard Edition Servers, including the following:

· Access Proxy and Proxy do not host users and only have a local server administration group (RTC Local Administrators). 

· Access Proxy and the Proxy (where the Proxy is deployed in a workgroup or an unprepped domain) are assumed to be deployed in a perimeter network that cannot be managed by the RTCDomainServerAdmins or through the Live Communications Server administrative snap-in. 

Therefore, the requirement for Access Proxy and Proxy in a workgroup or unprepped domain is that members of the RTC Local Administrators manage the Access Proxy and Proxy from the local Computer Management snap-in. In both cases, the model is such that remote management is only supported through existing facilities such as Terminal Services. For the scenario of managing Access Proxies through Terminal Services from within an organization’s firewall, the recommendation is to at least use Terminal Services over SSL for security purposes.

Capacity Planning

This section addresses the following questions about capacity planning for Live Communications Server:

· How many users can be supported on a single Live Communications Server?

· What are the important factors for optimizing performance on the Live Communications Server?

· What are the hardware requirements and the computer configurations for the different server roles in a Live Communications Server deployment?

Because each deployment is unique, you must answer these questions based on the needs of your Live Communications Server environment.

Scalability is not only a factor of the number of users per server, but it is also strongly affected by the structure and pattern of your deployment. Before making a prediction of the scalability of a Live Communications Server deployment, you must also consider the following:

· What messaging client will you use?

· What will be the usage patterns?

· What server hardware will you use in the deployment?

· What is the existing physical deployment environment (network connectivity, bandwidths, and so on)?

Microsoft provides scalable testing tools that model typical customer deployments. You can find these tools, along with documentation on how to effectively use them, on the Live Communications Server Web site.

Performance Improvements in Live Communications Server 2005 SP1

Live Communications Server 2005 SP1 provides improved performance over the previous version by offering the following changes:

· Improved server API performance

· Database optimizations

Performance Improvements in Live Communications Server 2005

Live Communications Server 2005 provides improved performance over the previous version by offering the following changes:

· A two-tier architecture with a centralized SQL database (Enterprise Edition)

· SIP protocol optimizations

· Server API improvements

· Database optimizations
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Note

Some improvements are effective in the Enterprise Edition only. The following sections discuss these improvements and their dependencies. Some improvements require the Windows Messenger 5.1 client or a similar client developed on the RTC 1.3 Client APIs.

Two-Tier Architecture (Enterprise Edition)

For larger deployments, Live Communications Server 2005 provides an Enterprise Edition version with a two-tiered model that uses distributed processing to scale up and scale out. The processing is split across two tiers (using multiple computers configured as multiple Enterprise Edition Servers and a single Live Communications Server 2005, Back-End Database). Connection, protocol, and application processing are separated from database access and persistent storage. This permits scaling the deployment to handle very large numbers of clients.

In the first tier, the Enterprise Edition Server handles connection establishments, routing SIP traffic and application processing, while the second tier uses a centralized SQL server, Live Communications Server 2005, Back-End Database, as a repository for persistent data and for providing database services to the server application. In larger deployments, moving from Microsoft SQL Desktop Edition (MSDE, the database used in the Standard Edition) to SQL Server 2000 provides a database with higher performance characteristics, and more threads and optimizations to leverage large, symmetric multiprocessing computers. Furthermore, you can use existing SQL tools for backup and restore operations and performance monitoring.

SIP Protocol Optimizations

Several optimizations resulting in performance improvements have been incorporated into Live Communications Server 2005 that are based on extensions to the SIP protocol, and are backward compatible with Live Communications Server 2003. These extensions focus on the areas of user logon, notification, and subscriptions within the SIP domains used by Live Communications Server.

Server API Improvements

The server API for Live Communications Server 2005 with SP1 has been optimized specifically in the area of data copies and code path optimizations. These optimizations yield an additional 300 percent improvement in the server API for applications. With SP1, further improvements allow the server API to handle 300 percent more messages, with a significantly lower CPU utilization on the server.

Database Optimizations

Index creation and database schema have been optimized to scale up to tens of thousands of clients simultaneously using Live Communications Server 2005.

Recommended Platform

The following sections describe in detail the recommended platform for deploying Live Communications Server 2005.

Operating System Required

Microsoft Windows Server 2003 is the operating system required for Live Communications Server 2005 with SP1.

Recommended Hardware Configuration

The hardware recommendations provided here are guidelines based on Microsoft testing. In each deployment, specific performance, and capacity can vary depending on network traffic and environmental variables.

Live Communications Server 2005 Standard Edition

· Dual Intel Xeon 3.06 GHz, 1-MB Cache, 533 MHz FSB (front side bus)

· 2-GB DDR (double data rate), 266 MHz RAM

· 2 × 18-GB hard disks (15,000 rpm SCSI)

· 100-megabit network adapter

· Windows Server 2003, Standard Edition

· MSDE 2000 Service Pack 3a

· At least two disk drives are required for optimal performance: one for the database and the other for the database transaction log.
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Note

Live Communications Server 2005 Standard Edition is supported on Microsoft Virtual Server 2005. Current benchmarks on the recommended hardware, as specified in this guide support up to 500 users. For additional information about scaling and hardware requirements for Virtual Server deployments of Live Communications Server 2005, visit the Live Communications Server partner page at http://directory.partners.extranet.microsoft.com/advsearchresults.aspx?productscsv=25. For additional information about Virtual Server 2005, visit the Virtual Server Web site at http://www.microsoft.com/windowsserversystem/virtualserver/default.mspx.

Live Communications Server 2005 Enterprise Edition Server

For each role of server that is part of the Live Communications Server 2005 Enterprise Edition, a low-end and a high-end hardware specification is provided.

A range is provided to accommodate the range of customer deployments that will be supported.

· Low-end hardware supports between 0 to 50,000 clients.

· High-end hardware supports between 50,000 to 125,000 clients.

The low-end and high-end server platforms will have different performance characteristics.

In general, a low-end computer will not mix with high-end computers in a deployment. An exception is components that are placed in the perimeter network (such as an Access Proxy) that provide service to a small percentage of the overall user base and, therefore, might make use of a lower-end computer while the remainder of the intranet deployment would contain higher-end computers.

Configuration for an Enterprise Pool

The following shows the recommended hardware configuration for Live Communications Server 2005 Enterprise pool.

· Dual Intel Xeon 3.06 GHz, 1-MB Cache, 533 MHz FSB

· 2-GB DDR, 266 MHz RAM

· 2 × 18-GB hard disks

· 100-megabit network adapter

· Windows Server 2003, Standard Edition

· For deployments in excess of 50,000 users, a one gigabit network adapter is required for the Enterprise Edition Server.

Live Communications Server 2005, Back-End Database

The following shows the low-end and high-end hardware configurations for Live Communications Server 2005, Back-End Database.

Low-end hardware configuration:

· Dual Intel Xeon 3.06 GHz, 1-MB Cache, 533 MHz FSB

· 2-GB DDR, 266 MHz RAM

· 2 SCSI Channels (split backplane)

· 5 × 18-GB hard disks, 15,000 rpm SCSI disk drives

· 1-gigabit network adapter

· Windows Server 2003 Standard Edition

· SQL Server 2000 SP3a

High-end hardware configuration:

· Quad Intel Xeon 2.8 GHz, 2-MB Cache

· 8-GB DDR RAM

· 1-gigabit network adapter

· Windows Server 2003 Enterprise Edition

· SQL Server 2000 SP3a Enterprise Edition

· SQL Server 2000 SP3a Enterprise Edition is required to take advantage of the 8 GB of RAM. SP3a is the minimum supported version of SQL for performance and security reasons. For more information about selecting the correct edition of SQL Server, see http://www.microsoft.com/sql/techinfo/planning/ChoosEd.doc.

Storage

Internal hard disks used for operating system and executable software, data, and transaction files are assumed to be on separate storage. The storage can be:

· DASD (Direct access storage device)

· SAN (Storage Area Network)

· External RAID (redundant array of independent disks)

Onboard storage:

· 2 SCSI Channels (split backplane)

· 5 × 18-GB hard disks, 15,000 rpm SCSI disk drives

Optional SAN:

· 1 Fibre Channel HBA (host bus adapter)

· SAN unit

Live Communications Server 2005, Archiving Service

The following shows the low-end and high-end hardware configurations for Live Communications Server 2005, Archiving service.

Low-end hardware configuration:

· Dual Intel Xeon 2.4 GHz, 1-MB Cache, 533 MHz FSB

· 2-GB DDR RAM

· 2 SCSI Channels (split backplane)

· 5 × 18-GB hard disks, 15,000 rpm SCSI disk drives

· 1-gigabit network adapter

· Windows Server 2003, Standard Edition

· SQL Server 2000 SP3a, Standard Edition (for the instant messaging Archiving SQL database)

High-end hardware configuration:

· Quad Intel Xeon 2.8 GHz, 2-MB Cache

· 4-GB DDR RAM

· 1-gigabit network adapter

· Windows Server 2003, Standard Edition

· SQL Server 2000 SP3a, Enterprise Edition (for the instant messaging Archiving SQL database)

On-board storage:

· 2 SCSI Channels (split backplane)

· 5 × 18-GB hard disk, 15,000 rpm SCSI disk drives

SAN connectivity:

· 1 Fibre Channel HBA

Live Communications Server 2005, Access Proxy

The following shows the low-end and high-end hardware configurations for Live Communications Server 2005, Access Proxy.

Low-end hardware configuration:

· Dual Intel Xeon 3.06 GHz, 1-MB Cache, 533 MHz FSB

· 1-GB DDR, 266 MHz RAM

· 18-GB hard disk

· Dual 100-megabit network adapters (one for Internet traffic, the other for intranet traffic)

· Windows Server 2003, Standard Edition

High-end hardware configuration:

· Quad Intel Xeon 3.06 GHz, 1-MB Cache, 533 MHz FSB

· 2-GB DDR, 266 MHz RAM

· 18-GB hard disk (15,000 rpm SCSI disk drive for standard edition)

· Dual 1-gigabit network adapters (one for Internet traffic, the other for intranet traffic)

· Windows Server 2003, Standard Edition

Load Balancer

A hardware IP Load Balancer is required for Live Communications Server 2005 Enterprise Edition deployments. The Load Balancer exposes a single VIP (virtual IP) address to the clients so they do not directly access the individual Live Communications Server Enterprise Edition Servers. The Load Balancer uses a metric (such as round robin or fewest connections) to route new client requests to the Live Communications Servers.

Minimum Hardware Configuration

For small test environments consisting of less than 100 users, it is possible to install and operate Live Communications Server 2005 Standard Edition on a minimal hardware configuration. This configuration is not supported for larger deployments or for the Enterprise Edition. The minimal hardware aligns with recommendations for hardware for Windows Server 2003, Standard Edition.
· 550MHz Pentium III compatible CPU

· 256 MB RAM

· 2 × 36-GB hard disks (Ultra 2 SCSI)

· 100-megabit network adapter

· Windows Server 2003, Standard Edition

· MSDE 2000 Service Pack 3a

· At least two disk drives are required for optimal performance: one for the database and the other for the database transaction log

Server Sizing and Tuning

This section describes features that affect server performance and how you can plan for your deployment using best practices and known statistics.

Important Performance Factors

Hardware configuration is another important factor that affects scalability. For example, a Live Communications Server 2005, Back-End Database, with a smaller number of total clients consumes less physical memory than one that is configured with a very large number. In a similar manner, the storage subsystem directly affects the performance. These factors are discussed in detail later in this guide.

Performance Tuning Best Practices

The following are the recommended best practices for high performance operations of Live Communications Server.

Deploying Windows Server 2003 SP1

Deploying Live Communications Server on Windows Server 2003 SP1 reduces the CPU utilization for servers handling a large number of direct client connections by decreasing the overhead of TLS connections and Kerberos authentication.

Full Duplex Communication

The server used for deployment must have a network adapter that provides a 10/100/1000 Mbps Ethernet port. This Ethernet port should be set to full duplex (bidirectional) communication. This allows the computer to send and receive data at the maximum rate.

Server garbage collector settings

Managed code applications that use the server API receive significant benefits from using the server-optimized garbage collector instead of the default workstation garbage collector. See http://msdn.microsoft.com/library/default.asp?url=/library/en-us/dndotnet/html/highperfmanagedapps.asp for additional information on writing high performance managed applications.

Storing transaction log files and database files

You should keep your Live Communications Server transaction log files and database files on separate physical hard disks to significantly increase hard disk I/O performance. Furthermore, if you keep these log files and database files on separate disks, you can provide better fault tolerance in the event of a hard disk failure.

Inter-pool traffic

Inter-pool traffic, messages that travel between two pools, are SIP messages, which are textual in nature and are encrypted. There is a significant overhead to notify a client homed on a different pool when compared to notifications to a client collocated on the same pool. Locating clients that communicate and watch each other on the same pool has a significant benefit. Because of the increased capacity of an Enterprise pool, it is often possible to consolidate servers into a single, centralized pool.

Upgrade to new instant messaging clients

To get the significant improvements in performance and improve user experience in the case of a failover, you will need to upgrade existing Windows Messenger 5.0 clients to the Communicator client or the latest Windows Messenger 5.1 client. The performance figures specified in this guide will only be realized with the new clients.

Enabling Affinity Mask on SQL Server

If your Live Communications Server 2005, Back-End Database, is dedicated to run SQL Server, you can enable the Affinity Mask on that server to decrease CPU usage by 5 to 10 percent. See http://msdn.microsoft.com/library/default.asp?url=/library/en-us/adminsql/ad_config_6rw2.asp for more information about the proper configuration of the affinity mask.

Enabling Client Compression

For clients accessing the Live Communications Server over a low bandwidth, high latency link such as a dial-up connection, the Live Communications Server offers an option to compress the traffic to the client. This significantly improves the login experience for users on those types of links. For example, without compression, users with 150 contacts in their contact list are able to log on in approximately 70 seconds with Windows Messenger 5.0 and approximately 30 seconds with Windows Messenger 5.1 client. With compression enabled, this logon time is further reduced to approximately 10 seconds. Client compression is enabled by default.

Compression of client links incurs a CPU and memory cost on the server that the client is directly connected to at approximately 6 percent CPU and 80 Kbytes of memory per compressed client link.

Enabling Server Compression

For multiple site deployments where multiple Live Communications Servers may be connected over a WAN link, it is possible to enable compression over those links to reduce your total bandwidth requirements and corresponding transport costs. Compression of server links incurs a CPU and memory cost on the both servers that are compressing traffic over a server-to-server link. The CPU cost is approximately 8 percent and 192 Kbytes per link. The higher cost for server-to-server links is due to more aggressive compression that is used because of the relative volume of traffic that occurs over server-to-server links versus client-to-server links.

Measured Capacity

The measured capacity of the systems is based on a performance model, which makes the following assumptions about users and their usage of the server:

· All users are simultaneously active and logged on. This is a conservative estimate approximating the highest impact scenario.

· Users have an average of 30 contacts in their contact list and an equal number of users watching their presence (contacts and watchers are symmetrical).

· Users are logged on to a single device.

· 30 percent of the users are using the Windows Messenger 5.0 client. The remaining 70 percent are using the Windows Messenger 5.1 client.

· 10 percent of the users are remote users accessing the system through the firewall and an Access Proxy.

· 20 percent of a user’s contacts are federated users from another enterprise or organization.

The measured capacity of the Live Communications Server using the recommended hardware under this performance model is as follows:

· Standard Edition: 15,000 users.

· Enterprise Edition: 20,000 users.

· Live Communications Server 2005, Back-End Database: 125,000 users (supported by eight Enterprise Edition Servers) or 100,000 users supported by five Enterprise Edition Servers.

· Proxy (configured as a forwarding proxy): 15,000 users.

· Access Proxy: maximum 10,000 users or 5,000 messages per second, using the open clearing house model with the default route configuration (100 direct routes).

· Director: A 1:1 ratio of Directors to Access Proxies.

· Archiving service: 100,000 users on dual, SQL back-end databases using a two-tier architecture or 50,000 users on a single, SQL back-end database using a single tier architecture.

Performance Impact of Applications on Live Communications Server

Depending on the kinds of applications you have installed on your Live Communications Servers, the performance in terms of number of users will be affected. The following table shows the application type and the percentage of users affected. Generally, when an applications is deployed, there is a small decrease in the number of users that can be supported in the same environment. 

Table 4   Performance impact of applications

	Type of Application
	Users Affected

	SPL application that processes all messages.
	6 percent fewer users than the current user base supported without this application.

	Managed application that processes INVITE and MESSAGE requests (instant messaging traffic).
	8 percent fewer users  than the current user base supported without this application.


Deploying a managed server application that processes all messages that traverse the Live Communications Server comes at a significant (greater than 50 percent) performance impact. If you are deploying such an application, you should plan on increasing your hardware deployment accordingly to handle the decreased capacity of each Live Communications Server.

Server applications do not directly impact the back-end server and, therefore, have an isolated impact on your Live Communications Server deployment.

Other Performance Considerations

Other than the issues discussed in the previous sections, there are situations that might require you to plan your deployment with the following factors in mind:

· Placement of servers

· Administration

· DIT file size growth for domain controllers

· Performance requirements of the domain controller and global catalog servers

Placement of Servers

Along with assessing your current environment from a physical standpoint, you should understand how Active Directory is deployed in your organization. Live Communications Server 2005 uses Active Directory as an authoritative source of user information and also as a repository for some pool and configuration information. Because the two are tightly integrated, your planning efforts need to include a thorough investigation of the impact that Live Communications Server 2005 has on your Active Directory design and vice versa.

In general, for best performance, you should ensure you have at least one global catalog server in each Windows site where Live Communications Server is installed. Although Windows Server 2003 allows users to log on even without a local global catalog server, Live Communications Server still requires a local global catalog server. In addition, using multiple domain controllers within domains distributes the lookup traffic and provides redundancy if a domain controller fails. For more information about planning Windows sites, domains, and domain controllers, see the Windows Server 2003 documentation.

The following list summarizes the recommendations for placement of Active Directory domain controllers and global catalog servers to support your pools.

· Ensure that DNS is correctly configured at the hub site and all branches.

· Ensure that name resolution and DNS functionality are both operating correctly.

· Configure existing domain controllers as global catalog servers if a physical site does not have two global catalog servers.

Administration

Administration of servers and the role played by domain controllers is another factor in planning your deployment.

Domain Controller and Global Catalog Server Placement

When documenting the servers in each domain, identify the domain controllers and global catalog servers. This information is critical for planning a Live Communications Server 2005 organization because you need to know how users in various locations log on and how global address list information will replicate throughout the forest. A domain controller is limited to maintaining directory information for the domain in which it is installed. The function of a global catalog server in Active Directory is to maintain a partial attribute set for User objects across all domains in the forest. You might need to make changes in the placement of these servers for Live Communications Server 2005.

Domain Controllers

In most deployment scenarios, you should not run Live Communications Server 2005 on computers that also function as Windows domain controllers. Instead, you should configure servers running Live Communications Server and Windows domain controllers as separate computers because if one computer experiences problems, the other is less likely to be affected. Furthermore, if your servers running Live Communications Server do not have to perform domain controller tasks in addition to serving Live Communications Server clients, the performance of those servers under heavy user loads improves.

To help ensure the safety of your Active Directory information, store the information on more than one domain controller. In the event that one of the servers experiences a problem, you should have at least two domain controllers to help secure your Active Directory information.

In addition, ensure that you have a solid backup plan for your domain controllers. Some pool and configuration information is held in Active Directory, and domain controller backups are critical. Ensure your Windows infrastructure supports the backup and reliability of this information.

Global Catalog Servers

Global catalog servers are required for logging on because they contain information about universal group membership, which is necessary to authenticate users. This membership grants or denies user access to resources. If a global catalog server cannot be contacted, a user’s universal membership cannot be determined and logon access is denied.

The global catalog server is critical for Live Communications Server services and access to the GAL (global address list). Deploying global catalog servers locally to both servers and users makes address lookups more efficient. Contacting a global catalog server across a slow connection increases network traffic and impairs the user experience.

Consider the following when placing global catalog servers:

· All Live Communications Servers and users should have fast access to a global catalog server.

· At least one global catalog server installed in each domain hosting Live Communications Servers.

DIT File Size Growth for Domain Controllers

The approximate increase in the Active Directory DIT file upon installation of Live Communications Server and provisioning of 100,000 users for Live Communications Server is:

· 30 percent file size growth for Active Directory in Windows 2000 Server. 

· 10 percent file size growth for Active Directory in Windows Server 2003.

· The difference between Windows 2000 Server and Windows Server 2003 can be attributed to the difference in the way inherited ACEs are stored.

These numbers reflect a NTDS defragmentation operation applied after the provisioning of the Live Communications Server users is completed.

Performance Requirements of the Domain Controller and Global Catalog Servers

This section contains details of rates and volume (bandwidth) required for various Active Directory and domain controller operations.

User Search

The following data (message sizes) assumes that, on average, a single user executes one user search every four hours.

The first search with two return results transfers approximately 3 KB. A second search with five return results transfers approximately 3.5 KB.

User Authentication (Kerberos and NTLM)

· One authentication per user at logon.

· One authentication per user every eight hours (or one hour if there is no user activity).

· Approximately 1,000 bytes sent each way per authentication.

User Replication

Updates are requested once a minute, but in most instances no updates exist.

After the initial replication, the primary updates generated by UR are generated by creating and deleting users as people enter or leave the organization. The User Replicator is capable of replicating 50 users per second at initial replication.

In addition, updates occur when any of the following monitored attributes change:

· displayName

· email

· telephoneNumber

· MsRTCSIP-PrimaryHomeServer

· MsRTCSIP-PrimaryUserAddress

· MsRTCSIP-UserEnabled

· MsRTCSIP-ArchivingEnabled

· MsRTCSIP-FederationEnabled

· MsRTCSIP-InternetAccessEnabled

· msRTCSIP-PrimaryHomeServer

· msRTCSIP-PrimaryUri

· msRTCSIP-sipEnabled

Of these attributes, only displayName, email, and telephone are expected to change with any frequency. Thus, there are two primary sources of updates:

· Creating and deleting users (people entering or leaving the organization).

· Modifying user attributes (adjusting to people changing jobs within the organization or changing e-mail addresses).

The expectation is less than one update per minute. A typical displayName update is going to be approximately 2.8 KB of traffic.

For a typical user creation, the difference is that the initial response to the DirSync response is going to be somewhat larger, approximately 3.1 KB. Finally, traffic that goes out every minute (by default, this can be changed) to check for changes includes:

· Approximately 705 bytes for initial DirSync request.

· Approximately 288 bytes for response indicating no changes, or 1 KB.

Summing up the data transfer rates and sizes:

· Normal DirSync traffic that does not have any updates: 1 KB per minute.

· Single attribute modifications: (assuming 100 a day).

This results in as 0.19 KB per minute of traffic.

Assuming user creations occur 10 times a day, this totals to 0.022 KB per minute.

Therefore, total traffic to and from Active Directory for UR purposes: 1.212k per minute, which is nominal bandwidth, considering a 10/100 LAN interconnect. 

Availability Planning

This section discusses the concepts and technologies that help you design an available and reliable Live Communications Server deployment, including storage technologies, clustering, server tuning, and client configuration.

To design any reliable, highly available system, you should maximize the system’s fault tolerance. Fault tolerance refers to a system’s ability to continue functioning when part of the system fails. In a fault tolerant server organization, preventive measures minimize the possibility of a data loss from occurring and the impact of such a scenario should one occur.

Live Communications Server 2005 Enterprise Edition is designed to increase service availability. If a part of the server deployment fails or needs to be taken offline for security updates, the service remains up and available. Momentary interruptions and terminated sessions might occur, but the system is protected against total outages. The design of the Live Communications Server 2005 Enterprise Edition is focused on reducing single points of failure, and providing mechanisms for automatically reconnecting clients.

To help ensure that your Live Communications Server 2005 Enterprise Edition deployment is fault tolerant, take steps at various levels within your infrastructure. This section discusses various ways you can design fault tolerance in your messaging system at each level within your messaging system infrastructure, including:

· System-wide reliability measures. Incorporate hardware redundancy, power control, and monitoring throughout your system.

· Active Directory and DNS availability. Ensure that your domain controllers, global catalog servers, and DNS servers are protected from failure.

· Live Communications Server availability. Use load balancing and provision extra capacity on the Live Communications Server within a pool to increase availability.

· Back-End Database and data availability. Partition your Live Communications Server Back-End Database files and use server clustering.

· Live Communications Server data storage solutions. Use RAID (redundant array of independent disks) and SAN (Storage Area Network) technologies to increase fault tolerance.

System Wide Measures

You can design fault tolerance in your system in several ways that not only benefit your Live Communications Server infrastructure but your entire network. The following sections discuss the following ways that you can maximize fault tolerance.

· Hardware redundancy

· Power control

· Security updates and antivirus measures

· Monitoring

· Planning for data recovery 

Hardware Redundancy

It is crucial that you incorporate special server and storage hardware configurations that build redundancy in the hardware within your Live Communications Server deployment so that you minimize single points of failure. By incorporating these measures, the physical hardware components of a server (such as computer, network, and SAN components) can fail without affecting the operations of a server.

The hardware you use to minimize the single points of failure depends on which components you want to make redundant. Some of the latest products from hardware vendors build redundancy into their server or storage solution hardware, so there may be no necessity to physically install redundant units.

Besides ensuring that your deployment contains adequate hardware, you can also minimize the effect of a hardware failure or other problem (for example, a software failure or security issue), by considering the additional topics in this section.
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Note

Beyond the technologies presented, a detailed discussion about additional technologies associated with this type of hardware is outside the scope of this guide.

Power Control

Using a UPS (uninterruptible power supply) and a battery backup to increase fault tolerance in your Live Communications Server organization is a necessity for servers that contain mission-critical data, especially in large server deployments. A UPS and battery backup provides protection against power surges and short power losses that can cause damage to your servers, disk storage units and the data they contain. If the location of your servers requires cooling to keep the hardware working properly, consider making the climate control system fault tolerant. (For example, keep a battery backup power supply available for each cooling unit.)

Security Updates and Antivirus Measures

To help protect the servers in your Live Communications Server organization from accidental or purposeful harm that may result in downtime, take the following precautions:

· Keep your servers up-to-date with security updates. Subscribing to the Microsoft Security Notification Service helps ensure that you receive immediate notification of security bulletin releases for any Microsoft product. To subscribe, go to the Microsoft Security Notification Service Web site at http://www.microsoft.com/technet/security/bulletin/notify.mspx.

· Ensure access permissions are set up correctly.

· Keep your servers in a physical environment that prevents unauthorized people from accessing them. Ensure that adequate antivirus software is installed on all your servers. Keep the software up-to-date with the latest virus signature files. Use the automatic update feature of your antivirus application to keep the virus signatures current.

Monitoring

Manage, monitor, and troubleshoot your servers and applications on an ongoing basis to help maximize system reliability. If a problem occurs, react quickly so that you can recover data and make it available as soon as possible. Microsoft Operations Manager is a system-wide monitoring solution and provides a management pack that you can use with Live Communications Server 2005.

Planning for Data Recovery

In addition to doing everything you can from a physical infrastructure perspective to help ensure your Live Communications Server system is fault tolerant, you should develop and implement a well-planned backup and recovery strategy. For more information, see “Backup and Restore Considerations” later in this document.

Active Directory and DNS Server Availability

Live Communications Server relies on Active Directory and DNS. For this reason, ensure that domain controllers, global catalog servers, and DNS servers in your organization are well protected from possible failures.

In most deployment scenarios, you should not run Live Communications Server 2005 on computers that also function as Windows Server 2003 domain controllers. Instead, configure servers running Live Communications Server 2005 and Windows domain controllers as separate computers because if one computer experiences problems, the other is less likely to be affected. Furthermore, if your Live Communications Servers do not have to perform domain controller tasks in addition to serving client computers, the performance of those servers under heavy user loads improves.

In addition, to help maximize the safety of your Active Directory information, store the information on more than one domain controller. In the event that one of the servers experiences a problem, you should have at least one backup server to preserve your Active Directory information.

Availability Improvements in Live Communications Server 2005

Live Communications Server 2005 provides the following availability improvements.

· Two-tiered architecture providing separate protocol and database functions.

· Multiple Live Communications Servers within a pool, which allows for taking a single server offline or bringing it back online.

· Support for planned and unplanned outages.

· SQL database on Live Communications Server 2005, Back-End Database, provides scalability, robustness, and higher performance.

· Optional ability to cluster the back-end database.

· Automatic client retry upon disconnection or drop off.

· Disconnect detection on both client and server.

· Detect heartbeats (successful TCP connections) between Live Communications Servers and the back-end database.

The Enterprise Edition version of Live Communications Server 2005 implements a ‘pool,’ consisting of front-end Enterprise Edition Servers and a back-end SQL server. Client requests need to be distributed to the front-end Enterprise Edition Servers. This is accomplished by using a Load Balancer. The Load Balancer provides a single IP address that is used by the clients to connect to the pool, effectively hiding the IP addresses of the front-end Enterprise Edition Servers from the clients.

Load Balancing for Live Communications Server 2005

There are two different options for load balancing on the front-end Enterprise Edition Servers:

· Using Windows Server 2003 NLB (Network Load Balancing)

· Deploying third-party hardware Load Balancers

For Live Communications Server Enterprise Edition deployments, we recommend that hardware Load Balancers be used. 

For lab tests, pilot projects for evaluation, and small non-mission critical Live Communications Server deployments, Windows Server 2003 NLB may be used. Read the details of each of the following to familiarize yourself with the advantages and disadvantages of each approach.

Additionally, if you are deploying multiple Access Proxies in an array of servers, a hardware Load Balancer is required. 

Windows Server 2003 NLB

A Network Load Balancing cluster contains a multiple servers running any version of the Windows Server 2003 family, including Windows Server 2003, Standard Edition; Windows Server 2003, Enterprise Edition; Windows Server 2003, Datacenter Edition; and Windows Server 2003, Web Edition operating systems. The servers are combined to provide greater scalability and availability than is possible with an individual server. The Network Load Balancing service distributes client requests across the servers to improve scalability and availability. If the NLB service detects that a server has failed, client requests are then redistributed to the remaining servers to restore connectivity and thus improve availability.

While NLB monitors servers in the cluster (or pool); the monitoring is based on the ability to connect and query the operating system on the monitored server—the monitor does not check the actual availability of the ‘service offered’ or application running on the server. There are a few other points to note with respect to NLB usage for Live Communications Server 2005 pools:

· Additional network adapter required

· A separate network adapter is needed for server-to-server, server-to-back-end and other communications; the network adapter used for NLB can only serve connections between client and server.

· Layer 2 switch required

· NLB requires the usage of a layer 2 switch, layer 3 switches cannot be used for this function.

· Load distribution is not adaptive

· NLB does not distribute connection requests based on servers existing load.

· Limit Enterprise pool deployments with NLB to a total of two front-end servers and the total number of users in the pool to 20,000.

· No support is available for remote management of servers. You must manage your Live Communications Servers using the Live Communications Server 2005 administrative snap-in on the server itself. 

Hardware Load Balancers

Hardware based Load Balancers can be used in Live Communications Server 2005, Enterprise pool and Access Proxy, array deployments and are available from a variety of vendors. These Load Balancers are separate hardware devices that often combine an Ethernet layer 3 switch with the ability to load balance, and switch multiple streams of traffic (client to server; server to server; server to Active Directory; server to DNS; management access to server pool, and so forth). Being purpose built products – these devices are very sophisticated and have extensive monitoring capabilities; operate at multiple gigabit levels; and have very powerful load balancing metrics that can be configured to route traffic based on least connections on a server, the latency times of servers, weighted round robin or weighted least connections and so forth. A single virtual IP or VIP address is exposed for the clients through a single DNS entry. Live Communications Server 2005 has been tested with several leading Load Balancer vendors products. For more information about Load Balancers, see the partner page on the Live Communications Server Web page.

Using Hardware Load Balancing with Enterprise Pools

The following diagram provides a logical view of traffic flow from clients to servers in an Enterprise pool.

Figure 8 Traffic flow in an Enterprise pool
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Clients connect an Enterprise pool in a similar manner that clients in a Web farm connect to a farm of Web servers through a Load Balancer. The differences between connecting to an Enterprise pool and Web farm are as follows:

· In an Enterprise pool, connections have a long duration and expensive setup. This is different from the Web farm scenario where connections have a short duration and no connection setup is required. In an Enterprise pool, if a server fails and has thousands of connections, all these connections have to be re-established on the remaining servers. This is expensive in terms of processing.

· The size of the client requests and server responses are about the same in the pool scenario; in the Web farm scenario, server responses are typically much larger than client requests.

The rest of the distinctions become more obvious when examining a typical deployment of a Live Communications Server 2005 Enterprise pool and the various data flow that occurs.

Figure 9 Data flow in a Live Communications Server deployment
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While the primary data flow occurs from client to server to back-end database, there are data flows in many other directions to and from the pool.

· SQL related traffic. SQL database traffic travels primarily between the Live Communications Servers within the pool and the SQL Server. However, to manage pool-level settings, the Live Communications Server administrative snap-in contacts Active Directory to determine the SQL Server for a pool and then connects directly to the SQL Server.

· Inter-pool SIP traffic. Live Communications Servers within a pool communicate with other pools through the Load Balancer. Servers within one pool also target specific servers in other pools for their communication. In addition, servers within pools may also connect to other Standard Edition Servers. The protocol for this communication is SIP and travels over a Mutual TLS channel. This channel is typically established through port 5061.

· Management traffic. There are two types of management traffic:

· The Live Communications Server administrative snap-in connects directly to Live Communications Servers in a pool to manage them individually. This is accomplished using DCOM (Distributed Component Object Model), which uses RPC (Remote Procedure Call) as the protocol. The nature of this traffic is such that a connection is first established to the RPC Service on TCP port 135. With this connection, the RPC client determines the dynamic port the DCOM server in the Live Communications Server process is listening on. The connection to port 135 is closed and a connection is established to the dynamic port on the Live Communications Server.

· The Live Communications Server administrative snap-in connects to the Load Balancer for certain pool-level operations to help ensure that the snap-always reaches an available server within a pool. This connection takes place over DCOM. The initial connection in the DCOM negotiation is to port 135 on the Load Balancer, but the subsequent connection is always directly to the server within the pool. Another crucial point is that the Load Balancer needs to ensure that the server within the pool chosen for the port 135 connection is not just available on the network but also has the Live Communications Server service running. The Load Balancer achieves this by performing a service check for the RPC service to the port opened for the Live Communications Server service. Typically, it is port 5061 for TLS or 5060 for TCP.

· LDAP and DNS traffic. Servers within a pool communicate with domain controllers, global catalog servers, and DNS servers in the enterprise.

· Intra-pool RPC traffic. Servers within a pool communicate with each other using RPC. Just as in the management scenario, this communication involves an initial connection to port 135 and a subsequent connection to a dynamically assigned port. The second connection is a long-lived connection and can remain for the duration of the Live Communications Server process. Note that this RPC traffic occurs only within the pool; RPC communication does not occur between Live Communications Servers in different pools. Communication between pools (or pool and Standard Edition Server) always uses SIP over the Mutual TLS link.

· Client SIP traffic. Clients always connect to Live Communications Server within a pool through the Load Balancer. Typically, this connection occurs over TCP port 5061 if clients are connecting over an encrypted TLS channel or TCP port 5060 for an unencrypted channel. There is no requirement for clients to have direct connectivity with servers within a pool.

A Load Balancer for the Live Communications Server 2005 Enterprise pool must meet the following requirements.

· Must expose a VIP address through ARP (Address Resolution Protocol).

· The VIP address must have a single DNS entry called the Pool FQDN (fully qualified domain name).

· The VIP address must be a static IP address if the Load Balancer is not capable of performing dynamic DNS registrations.

· Must allow multiple ports to be opened on the same VIP. Specifically, it must expose ports 5060, 5061, and 135.

· Must provide TCP-level affinity. This means that the Load Balancer must ensure that TCP connections can be established with one Live Communications Server in the pool and all traffic on that connection will be destined for that same Live Communications Server.

· Must provide a configurable TCP idle-timeout interval with a maximum value greater than or equal to the minimum of the REGISTER refresh / SIP Keep-Alive interval.

· Should support a rich set of load balancing metrics (round robin, least connections, weighted, and so forth.). A weighted, least connections-based, load balancing mechanism is recommended for the Load Balancer. This means that the Load Balancer will rank all Live Communications Servers based on the weight assigned to them and the number of outstanding connections. This rank will then be used to pick the Live Communications Server to be used for the next connection request.

· Must be able to detect Live Communications Server availability by establishing TCP connections to ports 5060, 5061, or both (often called a ‘heartbeat’ or ‘monitor’). The pooling interval must be a configurable value, with a minimum value of at least five seconds. The Load Balancer must not select a Live Communications Server that shuts down until a successful TCP connection (heartbeat) can be established again.

· With the exception of the Access Proxy, every Live Communications Server must have exactly one network adapter. Multihoming on any Live Communications Server except the Access Proxy is not supported. If a 10/100 network adapter does not meet the required bandwidth constraints, a gigabit network adapter must be used.

· The network adapters must have at least one static IP address. This IP address will be used for the incoming load-balanced traffic.

· The computer must have a registered FQDN. The IP address registered for this FQDN must be publicly accessible from within the enterprise.

· Less than a gigabit capacity of network bandwidth for up to 50,000 clients (nominally).

· Support up to 100,000 concurrent TCP connections (or higher) – for higher-end Live Communications Server 2005 deployments on one or more gigabit Ethernet ports.

· Must allow for adding and removing servers to the pool without shutting down.

· NAT (network address translation) capable.

· Support IP forwarding.

Supported Topologies for Hardware Load Balancers

Load balancing with Live Communications Server is based on various forms of NAT at layers 2 and 3 of the networking architecture. This change to the network packets affects the various traffic flows in different ways. The two forms of NATs used for load balancing are:

· Destination NAT (or half-NAT)

· Source NAT (or full-NAT)

Network topologies can be built using the two NAT modes. This section discusses the topologies that are supported for the Live Communications Server architecture. It also provides the advantages and disadvantages of each topology.

Load Balancers can be connected to a network in one of two ways:

· One-arm topology. The Load Balancer is connected as an independent node on the network.

· Two-arm topology. The Load Balancer is connected as an intermediary device between the Live Communications Servers within a pool and the rest of the network.

Due to the complexity added by multihome configurations involving two or more IP addresses or network adapters, such topologies are outside the scope of this guide. Although such topologies could potentially work, they are not tested and are not supported by Microsoft for Live Communications Server 2005.

The remainder of this section describes the way Load Balancers and Live Communications Servers connect to each other and the rest of the network. The following conventions are used in the examples.

· The enterprise network is represented as an IP subnet of 172.29.0.0 with a subnet mask of 255.255.0.0.

· 10.10.0.0 with a subnet mask of 255.255.0.0 represents another IP network.

· The back-end SQL database, domain controller, global catalog server and DNS servers are assumed to be on the enterprise network.

Destination NAT

Two-Arm Configuration with One or Two IP Subnets

The following figure shows this configuration with a single IP subnet.

Figure 10   Two-arm destination NAT topology and a single IP subnet
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A two-arm topology with two IP subnets is shown in the following figure.

Figure  11   Two-arm destination NAT with two IP subnets
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One-Arm Topologies

The following figure shows a one-arm topology with two IP subnets.

Figure 12   One-arm destination NAT topology and two IP subnets
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The one-arm topology differs from the two-arm topology in that a separate switch is not required to connect the Live Communications Servers within the pools. The default gateway for the Live Communications Servers must be the 10.10.0.1 address on the Load Balancer.

If Destination NAT is used for load-balancing port 135, then pool-level operations cannot be performed using the Live Communications Server administrative snap-in on servers in the pool. You must install the Live Communications Server administration tools on a computer in an IP subnet separate from the servers in the pool.

Source NAT

Two-Arm Topologies with One or Two IP subnets

The two-arm source NAT topology is very similar to the two-arm destination NAT configuration. The only difference is the Load Balancer setting indicating that the device should perform network address translation on the source IP address.

This topology has one primary advantage. When used for load balancing, management traffic on port 135 and pool-level management operations can be performed from the Live Communications Server. However, there are disadvantages in using this topology.

· The number of source NAT connections to a VIP is limited to 65,536 ports because the source IP address of all connections is replaced by the VIP. Some Load Balancers allow a pool of source NAT IP addresses to be used instead of the VIP for replacing the source IP addresses. Each additional address in the pool will allow 65,536 connections.

· Debugging on the Live Communications Servers connected to the Load Balancer is difficult because the real IP address of the clients is not seen.

· Load Balancers must support Layer 2 Forwarding of all non-VIP bound packets.

· If two IP subnets are used, then a static route will be required in the enterprise network router to forward all packets bound for the 10.10.0.0 destination to the Load Balancer.

There is no reason to use a two-arm source NAT because a two-arm destination NAT offers more advantages. If pool-level management operations must be performed on the Live Communications Servers only then should source NAT be used only for the management traffic on port 135; the destination NAT must still be preferred for SIP traffic.

One-Arm Topologies and One or Two IP Subnets

The two subnet configuration is no different from the one-arm destination NAT configuration except that the Load Balancer is configured to replace source IPs. The one subnet configuration is just a slight variation of the two subnet configuration. The following figure shows a one-arm source NAT configuration.

Figure 13 One-arm source NAT topology and two IP subnets
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The advantages and disadvantages of this topology are the same as the two-arm source NAT topology. In addition, another advantage of the single-arm configuration is that the Load Balancer does not need to support IP forwarding since all servers are on the same network.

A two network topology looks the same as the following figure. However, the Load Balancer does not need IP forwarding if an external router is used as shown.

Figure 14   One-Arm source NAT topology and two IP subnets and a router
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To mix destination NAT and source NAT in a one-arm configuration (destination NAT for 5061 and source NAT for 135) the only topology that works is the one-arm, two network topology.

Server Availability

For each Live Communications Server within a pool, you should do the following to build fault tolerance into your messaging system.

· Use hardware load balancing with heartbeats or monitors to monitor server health.

· Provision Live Communications Servers within the pool based on the expected load and expected recoveries.

Using Hardware Load Balancing for an Array of Access Proxies

Scalability and fault tolerance can be achieved for Access Proxies by distributing the requests across an array or group of multiple Access Proxies on both the internal (or private) and external (or public) edges using a hardware Load Balancer. 

In this scenario, an array of Access Proxies is deployed in the perimeter network of an organization. Because inherent risk is involved with exposing an entry point in to the enterprise network, a firewall should be deployed in either side of the perimeter network to help protect the internal network. 

The following figure provides a detailed model that can be adapted for deploying an array of Access Proxies. This diagram depicts the minimal firewall, network, and Load Balancer settings required to help ensure proper establishment of all connections into and out of the array of Access Proxies. It is essential that this model be carefully evaluated and modified as necessary to meet the security requirements of your organization.

Figure 15   Load balancing an array of Access Proxies
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Clients and external Access Proxies establish TLS connections targeting the IP address of the external edge of the Access Proxies at TCP port 5061 on the external firewall. The connecting external Access Proxy could be from a branch office, federating partner, or a clearing house. In the event that clients must connect to a different target port, most commonly port 443 or port 80, then these ports will also need to be opened. 

The connection to the firewall gets translated to the VIP address on the external Load Balancer. The external Load Balancer distributes connections across the external edge of the Access Proxies. To preserve the connecting endpoint’s source IP address the firewall and the Load Balancer must be configured not to translate the source IP address (Destination NAT). All external TLS connections terminate at the external edge of the Access Proxy. 

A Director within the organization is typically the next hop for the Access Proxy. Access Proxies maintain a set of TLS connections to the Director. Because the Director exists within the enterprise, the internal firewall must provide an IP Address for the Director that exists in the perimeter network. The firewall translates connections targeting this IP Address to the Director within the organization. These connections will always have a destination TCP port of 5061. If a DNS server exists in the perimeter network, it must be configured to resolve the internal FQDN of the Director to its perimeter network IP address. In the absence of DNS in the perimeter network, this translation must be performed using an entry in the hosts file on every Access Proxy.

A Director within the organization that establishes a TLS connection to an external Access Proxy uses the internal edge IP address of the array of Access Proxies. This IP address is on the internal firewall at TCP port 5061. The FQDN of the internal edge of the array must resolve to this IP address within the organization. The firewall will translate this IP address to the Virtual IP address on the internal Load Balancer. The Load Balancer must be configured to perform a source NAT when distributing traffic across the internal edge. 

Access Proxies in the perimeter network can maintain a set of TLS connections to external Access Proxies. These connections are initiated from the external edge of the Access Proxy and pass through the external firewall. It might be necessary to contact Internet DNS servers to resolve the FQDNs of external Access Proxies. In such a case, the external firewall needs to open TCP and UDP ports 53 for DNS traffic. All outbound TLS connections target 5061 and this port must also be opened on the external firewall. 

Back-End Database Availability and Data Availability

You can maximize the availability of Live Communications Server data on Live Communications Server 2005, Back-End Databases, by partitioning the application data in a manner that allows for better fault tolerance and easier troubleshooting. Partition the application data by:

· Using server partitioning best practices. Separate your operating system, application, and program files from your data files.

· Storing transaction log files and database files. Store these files separately to increase fault tolerance and optimize recovery.

· Using server clustering. Cluster the back-end servers to optimize Live Communications Server system availability.

Using Server Clustering

Microsoft Clustering Service (MSCS) is a Windows Server feature that you can use to achieve continuous availability of server resources.

You must be familiar with MSCS concepts before you plan and deploy Live Communications Server 2005 clusters. Many resources, including Windows Server 2003 Help, Windows Server 2003 Resource Kit, and Web sites such as the MSDN® developer program (http://msdn.microsoft.com), offer information about Windows Server 2003 clustering concepts.

Benefits of Clustering

Creating Live Communications Server back-end clusters provides high levels of availability so you can keep your mission-critical applications running in the event of a failure.

A common IT industry term for measuring maximum reliability is five nines, meaning that a server runs 99.999 percent of the time, which translates into just 5 minutes of downtime per year. Most businesses, however, do not need such stringent uptime requirements.

For the majority of usage scenarios, 99.99 percent uptime is adequate because this percentage equals to less than one hour of downtime per year. Windows Server can be configured to between 99.95 and 99.99 percent uptime. For more information about Windows availability, read the report from the Aberdeen Group, Inc. Windows 2000 Server Family: Delivering the Level of Reliability You Need (http://www.microsoft.com/windows2000/server/evaluation/business/overview/reliable/default.asp).

Clustering Features

Live Communications Server 2005 offers an improvement in the availability of the back-end database, Live Communications Server 2005, Back-End Database.

The following are some of the significant updates to Live Communications Server 2005.

· Support for two-node clusters. Live Communications Server 2005 has added support for up to two-node active/passive clusters when using Windows Server 2003, Enterprise Edition or Windows Server 2003, Datacenter Edition as the base operating system and SQL virtual server – based on SQL 2000, Enterprise Edition and SQL Server 2000, Datacenter Edition. Active/active clustering not is supported.

· Improved failover performance. Live Communications Server 2005 has improved the performance of clustering by reducing the amount of time it takes a server to fail over to a new node. The dependency tree is maintained flat and no new DLLs are introduced. No additional processes/threads have been introduced on the back-end server.

With clustering in Live Communications Server 2005, fail over on the back-end database to another node is provided, thereby, improving overall availability and removing the single point of failure for the SQL database.

Understanding Clustering

The clustering feature in Windows helps you achieve scalability and high availability for server applications such as Live Communications Server 2005. A cluster consists of individual computers (also called nodes) that function cohesively in a cluster service. These computers act as network service providers or as reserve computers that take over server operations for another node if it experiences problems. Clustering provides fault tolerance and reliability. Furthermore, depending on how you configure your cluster, clustering can simplify the process of recovering a single server from disasters.

In a clustering environment, SQL runs as a virtual server (not as a standalone server) because any node in a cluster can assume control of a virtual server. If the node running the SQL virtual server experiences problems, the SQL virtual server goes offline for a brief period until another node takes control of the damaged node.

You can use only a two-node active/passive configuration for a Live Communications Server 2005, Back-End Database.

This section discusses the following aspects of Live Communications Server 2005 clustering.

· Windows clustering and SQL virtual servers

· Quorum disk resource

· Cluster configurations

· Windows, SQL Server and Live Communications Server 2005 version requirements

· Understanding failovers

· IP addresses and network names

· Cluster hardware compatibility list

· Scalability-related considerations

Windows Clustering and SQL Virtual Servers

To create Live Communications Server 2005 clusters, you must use Windows Clustering. Live Communications Server 2005 and SQL virtual server use the following Windows Clustering features.

· Shared nothing architecture. Windows Clustering features a shared nothing architecture, which means that although all nodes in the cluster can access shared data, they cannot access it at the same time. For example, if a physical disk resource is assigned to node 1 of a two-node cluster, node 2 cannot access the disk resource until node 1 is taken offline, fails, or the disk resource is moved to node 2 manually.

· Resource DLL. Windows communicates with resources in a cluster by using a resource DLL. Live Communications Server 2005 does not provide its own custom resource DLL, it uses the SQL virtual server to communicate with Cluster service.

· Resources SQL. SQL 2000 virtual servers include Windows Cluster service resources, such as IP address resources, network name resources, and physical disk resources.

Live Communications Server 2005 and SQL Virtual Server

To create a Live Communications Server 2005, Back-End Database, cluster, you create a Windows Server 2003 cluster group and then install SQL virtual server (cluster) on it. Live Communications Server 2005 schema and stored procedures are loaded into the SQL virtual server. SQL Server 2000 cluster creates a logical server referred to as SQL virtual server. Unlike a standalone (non-clustered) computer running SQL Server 2000, a SQL virtual server is a cluster group that can be failed over if the server currently running the SQL virtual server fails. 

A SQL virtual server is a cluster group that requires, at a minimum, the following resources.

· Static IP address

· Network name

· One or more physical disks for shared storage

Enterprise Edition Servers connect to a Live Communications Server 2005, Back-End Database, SQL virtual server the same way they connect to a standalone SQL Server. Microsoft Windows Server 2003 provides the IP address resource, the network name resource, and disk resources associated with the SQL virtual server.

Quorum Disk Resource

The most important disk in the cluster is the disk designated as the quorum disk resource. The quorum disk resource maintains configuration data in the quorum log, cluster database checkpoint, and resource checkpoints. The quorum disk resource also provides persistent physical storage across system failures. Because the cluster configuration is kept on a quorum disk resource, all nodes in the cluster must be able to communicate with the node that owns it.

When a cluster is created or when network communication between nodes in a cluster fails, the quorum disk resource prevents the nodes from forming multiple clusters. To form a cluster, a node must arbitrate for and gain ownership of the quorum disk resource. For example, if a node cannot detect a cluster during the discovery process, the node attempts to form its own cluster by taking control of the quorum disk resource. However, if the node does not succeed in taking control of the quorum disk resource, it cannot form a cluster.

The quorum disk resource stores the most current version of the cluster configuration database in the form of recovery logs and registry checkpoint files. These files contain cluster configuration and state data for each individual node. When a node joins or forms a cluster, the Cluster service updates the nodes individual copy of the configuration database. When a node joins an existing cluster, the Cluster service retrieves the configuration data from the other active nodes.

Cluster service uses the quorum disk resource recovery logs to:

· Guarantee that only one set of active, communicating nodes can operate as a cluster.

· Enable a node to form a cluster only if it can gain control of the quorum disk resource.

· Allow a node to join or remain in an existing cluster only if it can communicate with the node that controls the quorum resource.

Cluster Configurations

With the clustering process, you can manage a group of independent servers as a single system. Each server in the cluster has individual memory, processors, and network adapters, but shares a common storage medium. Each server also has an identical processor and the same amount of RAM. A separate private network, used only for cluster communication between the nodes, can connect these servers.

The following sections discuss Live Communications Server 2005 cluster configuration.

Active/Passive Clustering

In active/passive clustering, the cluster includes a primary node and one secondary node. The secondary node is idle until a failover occurs on a primary node. When the primary node in an active/passive cluster fails or is taken offline, the clustering feature in Windows takes over. The failed node is taken offline, and a secondary node takes over the operations of the failed node. It usually takes only a few minutes for the cluster to fail over to another node. As a result, the Live Communications Server resources on your cluster are unavailable to users for only a brief period of time.

Windows, SQL Server, and Live Communications Server Version Requirements

Specific versions of Windows and SQL Server are required to create a Live Communications Server 2005 cluster. Table 5 outlines these requirements.

Table 5   Windows, SQL Server, and Live Communications Server version requirements

	Windows versions
	SQL Version
	Live Communications Server Version
	Cluster nodes available

	Any Windows Server product
	SQL Server 2000
	Live Communications Server 2005 Enterprise Edition
	None

	Windows Server 2003, Standard Edition
	SQL Server Enterprise Edition
	Live Communications Server 2005 Enterprise Edition
	None

	Windows Server 2003, Enterprise Edition
	SQL Server Enterprise Edition
	Live Communications Server 2005 Enterprise Edition
	Up to two

	Windows Server 2003, Datacenter Edition
	SQL Server Enterprise Edition
	Live Communications Server 2005 Enterprise Edition
	Up to two


Understanding Failovers

The failover time for SQL virtual servers is important. To maintain high availability, the failover time must be short. There are two scenarios for failover: planned and unplanned. 

In a planned failover:

· You use the Cluster service to move the SQL virtual server to another node.

· All resources of the SQL virtual server go offline.

· You move resources move to your specified node.

· All resources of the SQL virtual server go online, Live Communications Server 2005 application comes online.

In an unplanned failover:

· At least one resource of the SQL virtual server fails. The failure is discovered with the next IsAlive check or if one of the resources fails.

· Cluster service automatically takes all dependent resources offline.

· If the failed resource is configured to restart (the default setting), Cluster service attempts to restart the failed resource and all its dependent resources.

· If the resource fails again:

· Cluster service tries to restart it again. Or:

· If the resource is configured to affect the group (default) and the resource has failed a certain number of times (default 3) within a configured time period (default 300 seconds), the Cluster service takes all resources in the SQL virtual server offline.

· All resources are failed over (moved) to another node in the cluster. If specified, this is the next node in the Preferred Owners list.

· Cluster service attempts to bring all resources of the SQL virtual server online on the new node.

· If the same or another resource fails again on the new node, the Cluster service repeats the previous steps and may need to fail over to the original node.

· If the SQL virtual server keeps failing over, the Cluster service fails over the SQL virtual server a maximum number of times (default 10) within a specified time period (default 6 hours). After this time, the SQL virtual server stays in a failed state.

· If fail back is configured (default is turned off), the Cluster service either moves the SQL virtual server back to the original node immediately when the original node becomes available or at a specified time of day if the original node is available again, depending on the group configuration.

IP Addresses and Network Names

A typical installation of a cluster includes a network that client computers use to connect to Live Communications Server 2005 Enterprise Edition and a separate private network for cluster node communication.

· Each node of the cluster has two static IP addresses (the public and private network connection IP addresses of each node) and one NetBIOS name.

· The cluster itself has a static IP address and a NetBIOS name.
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Important

It is strongly recommended that you use a private network for cluster communication and static IP addresses in any cluster deployment. Using DHCP (Dynamic Host Configuration Protocol) prevents client computers from connecting to the cluster, and the entire cluster may fail if the DHCP server fails to renew the IP lease. Using a private network for cluster communication is strongly recommended. Otherwise, a failure of the public network connection of one node prevents the cluster nodes from communicating with each other, and the failure blocks affected resources from failing over and may even cause the entire cluster to collapse.

Cluster Hardware Compatibility List

For Windows Server 2003, Enterprise Edition and Windows Server 2003, Datacenter Edition, Microsoft supports only complete server cluster systems chosen from the Windows Server Catalog (http://www.microsoft.com/windows/catalog/server/default.aspx?subID=22&xslt=cataloghome&pgn=F48EF880-9FBB-4423-B6E4-B73CD5DBF4BF). To see if your system or hardware components, including your cluster disks, are compatible, browse the hardware in this catalog. For a geographically dispersed cluster, both the hardware and software configuration must be certified and listed in the Windows Server Catalog.

The network adapters used in certified cluster configurations must be chosen from the Windows Catalog.

It is highly recommended that your cluster configuration consist of identical storage hardware on all cluster nodes to simplify configuration and eliminate potential compatibility problems. In addition, ensure that both nodes in the cluster are identical in terms of DLLs, version of software, drivers, and patches and that no data is written to the Direct Attached Storage of either node that is critical or needs to be accessible by the other node. All data that is required subsequent to a failover must be on the shared storage.

Scalability-Related Considerations

Determining the sizing and scalability of your clusters depends on how you plan to implement server clustering. This section discusses the following aspects of cluster sizing.

· Sizing active/passive clusters

· Testing server components

Sizing Active/Passive Clusters

Active/passive clusters are the recommended configuration for Live Communications Server 2005 clusters. Windows Server 2003, Enterprise Edition supports two-node active/passive clusters, and Microsoft Windows® 2000 Datacenter Server operating system supports two-node active/passive clusters.

Testing Server Components

It is extremely important to test the capacity of your clusters before making them available in your organization.

The following list identifies some of the hardware components you need to test.

· Individual computer components such as hard disks, controllers, processors, and RAM.

· External components such as routers, bridges, switches, cabling, and connectors.

The following are some of the stress tests you need to set up.

· Test cluster performance under heavy network loads.

· Test cluster performance under heavy disk I/O to the same disk.

· Test cluster performance under heavy Live Communications Server services load.

· Test cluster performance under a large number of simultaneous logon attempts.

· Fail over each SQL virtual server at least once to each of the nodes.

Data Storage Solutions

We recommended that you use a SAN for the storage of your Live Communications Server 2005 data files, particularly for the Enterprise Edition deployments larger than 50,000 clients where availability, performance, and data protection are critical. This configuration optimizes server performance and reliability. It is expected that such organizations may already have a SAN deployed and can provision additional LUNs (logical unit numbers) and ports.
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As a best practice use Directly Attached Storage (DAS) or Storage Area Network storage array solutions because this configuration optimizes performance and reliability for Live Communications Server.

A SAN provides storage and storage management capabilities for company data. SANs use Fibre Channel switching technology to provide fast and reliable connectivity between storage and applications.

A SAN has three major component areas:

· Fibre Channel switching technology.

· Storage arrays on which data is stored and protected.

· Storage and SAN management software.

Hardware vendors sell complete SAN packages that include the necessary hardware, software, and support. SAN software manages network and data flow redundancy by providing multiple paths to stored data. Because SAN technology is relatively new and continues to evolve rapidly, you can plan and deploy a complete SAN solution to accommodate future growth and emerging SAN technologies. Ultimately, SAN technology facilitates connectivity between multivendor systems with different operating systems to storage products from multiple vendors.

Storage Area Network Benefits

The following are advantages to implementing a SAN solution in your Live Communications Server 2005 deployment.

· Live Communications Server 2005 requires high I/O bandwidth that is supported by a SAN-attached storage array. In contrast, network storage solutions that rely on access to Live Communications Server 2005 database files through the network stack can increase the risk of data corruption and performance loss.

· Availability and data protection can be customized on the SAN using LUNs with appropriate numbers of spindles, RAID configurations, and redundancy.

· The scalable nature of SAN also makes it possible to expand your Live Communications Server 2005 deployment by adding servers. With SAN you can connect multiple Live Communications Server pools to multiple storage arrays and then divide the storage among them.

· Through the use of mirroring and shadow copy backups that use Windows Server 2003 Volume Shadow Copy Service, backup, recovery, and availability are all enhanced with a Storage Area Network.

Planning a Storage Solution

As you plan your storage strategy for Live Communications Server 2005, you need to balance three criteria: capacity, availability, and performance. The choices you make as you plan and implement your storage solution affect the cost associated with administration and maintenance of your Live Communications Server 2005 environment.

· Capacity. In Live Communications Server 2005, your total capacity is approximately 10 gigabytes for a large deployment. By traditional database standards this is not considered a large database.

· Availability. The level of IM service availability your messaging system requires depends on your company needs. For some companies, IM usage is light and considered nonessential, but for many companies, IM is a mission-critical service. The priority that your organization places on IM determines the level of investment and resources allocated to help ensure service availability. Overall availability is increased by redundancy. Thus, redundancy can mean that you should cluster applications to provide CPU redundancy or implement a RAID solution to provide data redundancy.

· Performance. Performance requirements are also unique to each organization. This refers to performance as it relates to throughput. With regard to storage technology, throughput is measured by how many reads and writes per second a storage device can perform.

Before you design your storage solution for Live Communications Server 2005, determine how your company prioritizes these three criteria especially when considering a balance between availability and performance. The following sections discuss the factors you should consider regarding storage.

General Storage Principles

Regardless of the application you are running, consider the following storage principles to help maximize capacity, performance, and availability.

· Decrease the processing required from the CPU by implementing a specialized hardware solution, such as a RAID or a SAN, that incorporates RAID technology. In this scenario, it is assumed that you use a hardware solution rather than a software (host-based) RAID solution.

· Decrease the overall time it takes to complete a transaction by separating files that are accessed sequentially from files that are accessed randomly. Storing sequentially accessed files separately keeps the disk heads in position for sequential I/O, which reduces the amount of time required to locate data.

· Use multiple small disks as they perform better than a single large disk. For example, if you need to store 50-GB of data, consider using three 18-GB disks instead of one 50-GB disk. In general, more disks result in faster performance.

Use the information in the following sections to compare and contrast these storage technologies.

RAID Solutions

By using a RAID solution, you can increase the fault tolerance of your Live Communications Server 2005 deployment. In a RAID configuration, part of the physical storage capacity contains redundant information about data stored on the hard disks. The redundant information is either parity information (in the case of a RAID-5 volume) or a complete, separate copy of the data (in the case of a mirrored volume). The redundant information enables data regeneration.

Considerations for Live Communications Server 2005

When planning your storage solution, consider the following features of Live Communications Server 2005.

· All data stored on Live Communications Server is not managed in the same way; thus, a single storage solution for all data types is not the most efficient.

· A Live Communications Server supports up to 125,000 clients. The back-end SQL database has a set of transaction log files and database files.

· In Live Communications Server, transaction log files are accessed sequentially, and databases are accessed randomly. In accordance with general storage principles, you should separate the transaction log files (sequential I/O) from databases (random I/O) to maximize I/O performance and increase fault tolerance. Specifically, you should move the transaction log files to a separate array separated from database file storage.

Server Partitioning Best Practices

To increase fault tolerance and provide for easier troubleshooting, do the following:

· Partition your disks so you can start with a command prompt in an emergency. Partitioning your disks in this way increases your recovery options. For example, you can start with a command prompt and modify or replace any damaged startup files that prevent you from starting Windows.

· Partition your disks so that your Live Communications Server application files, database files, and transaction log files are all on separate volumes to increase performance and reduce the amount of data you need to recover.

If you partition your hard disks by using these recommendations, each set of files is assigned a separate drive letter. Having each set of files represented by its own drive letter helps you keep track of which partitions you must back up in accordance with the data recovery method you choose.

The following tables illustrate possible partitioning schemes for two hard disks on an Enterprise Edition Server connected to a Live Communications Server Back-End Database with four hard disks. Because the number of hard disks on your servers might be different from the number of hard disks used in this example, apply the logic of this example as it relates to your own server configuration. In the following table, note that drives E and F can point to external storage devices.

Table 6   Live Communications Server Enterprise Edition disk partitioning scheme

	Disk
	Drive Configuration

	Fixed Disk 1
	Drive C (NTFS) Windows operating system files and swap file

Drive D (NTFS) Live Communications Server 2005 application files

	Fixed Disk 2
	Drive E (NTFS)— disk space for flat file logging


Table 7   Live Communications Server Back-End Database partitioning scheme

	Disk
	Drive Configuration

	Fixed Disk 1
	Drive C (NTFS) Windows operating system files and swap file

	Fixed Disk 2
	Drive D (NTFS) SQL server applications (such as antivirus software and resource kits)

	Disk Array 1** (RAID/SAN/DAS)*


	Drive E (NTFS)—Transaction log file for the Live Communications Server database (named rtc by default)

	Disk Array 2***(RAID/SAN/DAS)*

***
	Drive F (NTFS)—Database files (named rtc by default)


*If another disk is available, consider placing the transaction log and database files for the tempdb and rtcconfig databases on this disk.

**Tests have shown that disk array 1 (used for transaction log writes) requires the write capacity of two striped 15,000 rpm disks (RAID 0) for a pool supporting up to 125,000 users. For a pool supporting 50,000 or fewer users, one 15,000 rpm disk is sufficient. Extra disks must be added to the array for any type of fault tolerance. For disk mirroring, double the number of disks required.

***Tests have shown that disk array 2 (used for data file) requires the write capacity of four striped 15,000 rpm disks (RAID 0) for a pool supporting up to 125,000 users. For a pool supporting 50,000 or fewer users, two striped 15,000 rpm disks (RAID 0) are sufficient. Extra disks must be added to the array for any type of fault tolerance. For disk mirroring, double the number of disks required.
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Note

For additional information, see HP Server and Storage Guidelines for Microsoft Live Communications Server 2005, available on the Live Communications Server 2005 Deployment Resources page at http://office.microsoft.com/en-us/FX011526591033.aspx

You can apply the partitioning recommendations presented in this section whether you are storing Live Communications Server database files on Directly Attached Storage (DAS) or on an advanced storage solution such as a SAN. In addition to partitioning, you should incorporate technologies such as disk mirroring (RAID-1) and disk striping with parity (RAID-5 or RAID-6). For more information about these technologies, see Data Storage Solutions later in this guide.

Storing Transaction Log Files and Database Files

As previously mentioned, to provide fault tolerance in the event of a hard disk failure, keep your Live Communications Server transaction log files and database files on separate physical hard disks. Furthermore, if you keep these log files and database files on separate disks, you significantly increase hard disk I/O performance. For the data and transaction file access, select separate I/O channels on the RAID controller and, if possible, place each I/O channel on a separate RAID controller.

If the hard disk containing the transaction log files fails, but not the disk containing your databases, you do not have to restore any Live Communications Server data from backup. SQL transaction logs for Live Communications Server 2005 are collapsed on a periodic basis and are kept to within a limited size. You should also enable write caching if the controller supports this capability. Enabling write caching increases throughput significantly.
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Important

If you keep your Live Communications Server databases and transaction log files on the same physical hard disk and that disk fails, you can recover only the data that existed up to your last backup. 

Disk Defragmentation

The process of disk defragmentation involves rearranging data on a hard disk to make the files more contiguous for more efficient reads. Defragmenting your hard disks helps increase disk performance and helps ensure that the servers in your pools run smoothly and efficiently.

Because severe disk fragmentation can cause performance problems, run a disk defragmentation program (such as Disk Defragmenter) on a regular basis. Because more disk reads are necessary when backing up a heavily fragmented hard disk, ensure that your disks are frequently defragmented. 

The process of defragmentation is CPU and I/O intensive, so select a period when the traffic on the server is low or negligible to perform the defragmentation.

Hard Disk Space Considerations

Ensure that you have adequate hard disk capacity for your Live Communications Servers. You should have enough space on your hard disk to restore both the database and the log files. If you don’t, you could have backup files that are too large to restore to their original location.

Performing normal backups on a daily basis reduces the amount of data that is potentially not recoverable in the event of a disk failure.

Also, you should never let your database drive become more than half full. Although a database drive that is half full results in unused disk space, it can still reduce extended server downtime for the following reasons.

· You can restore databases faster than with a full drive (especially if the file system is fragmented).

· You can perform offline defragmentation on the same physical disk instead of copying databases over to a maintenance server, (a task that takes much longer than copying database files to a temporary directory on the same physical hard disk).

· You can back up a copy of the databases to the same physical disk before you restore them, which enables you to attempt to repair the databases if a problem occurs during the restore process (for example, the existing backup contains errors). For this reason, we recommend that you move or copy the current database and log files before restoring a database.

Planning for Redundancy in Director Deployments

In deployment scenarios that include Directors, there are redundant configurations that can be built to mitigate single point of failures at the Director. There are two modes in which redundant Directors can be deployed:

· An array of Directors, using multiple Standard Edition Servers.

· A pool built as a Director (similar to a Pool deployment described earlier).

Array of Directors

In an array of Directors, the following are true:

· Each Standard Edition Server performs as a Director.

· A Load Balancer is used to distribute the incoming requests and to provide a single VIP address as the address for a Director.

· The Load Balancer monitors each server.

· Each server is independently managed.

Figure 16   Array of Directors
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A Pool Built as Director 

In this mode the following are true:

· The Enterprise pool performs as a Director.

· A Load Balancer is used to distribute the incoming requests and to provide a single VIP address as the address for a Director.

· The Load Balancer monitors each server.

· The entire pool is managed as a single entity.

Figure 137   Director built with pool
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Backup and Restore Considerations 

This section describes requirements and best practices for backup and restore operations.

Backup and Restore Operations

All Live Communications Server 2005 server roles support full backups only. Incremental backups are not supported. The database size is actually smaller than the transaction log files and the database is significantly smaller than typical LOB (line of business) database applications, so a full backup is optimal. 

The Enterprise Edition Server uses the simple recovery model for its SQL database, so the database can be recovered to the point of the last backup. However, you cannot restore the database to the point of failure or to a specific point in time.

On the Standard Edition Server, use the Dbbackup command to back up the user contact and allow and block lists information stored in the Live Communications Server database. 

Live Communications Server 2005 provides two mechanisms for backup and restore of the SQL database running on the Enterprise Edition Server:

· Native SQL-based Backup and Restore

· Third-party backup and restore

Native SQL-Based Backup and Restore

You can back up and restore the data in your Live Communications Server environment using Microsoft SQL backup. SQL Server 2000 provides backup and restore functionality within the product. Refer to the SQL Server 2000 documentation for specific instructions. 

Third-Party Backup and Restore

Third-party backup utilities can provide additional features compared to backups that can be performed with SQL Backup.

Live Communications Server 2005 is compatible with third-party backup and restore products. Customers that have several LOB applications, SQL installations, Exchange, Microsoft SharePoint® installations use third-party products to provide a single point of control for backup and restore operations. These third-party products are often structured as client-server based products: a client is collocated with the Microsoft server (such as SQL Server or Exchange) and a central console is implemented by the third-party product. The IT administrator can use this central console to schedule and specify the backups for a variety of servers and applications, at regular intervals, while defining the backup type, destination of the backup files, and the media type (disk or tape).

For more information about third-party backup and restore solutions, refer to the Live Communications Server partners Web site at http://directory.partners.extranet.microsoft.com/advsearchresults.aspx?productscsv=25. Or contact your backup vendor and ask about support for Live Communications Server products.

Best Practices for Backup and Restore

Use the following guidelines as best practices for backup and restore operations.

· Perform Normal Backups Nightly. The simplest and most commonly used backup type and rotation schedule is a full, nightly backup of the entire SQL database. If restoration is necessary, the restore process requires only one backup tape. In addition, no more than a day’s worth of data may be lost.
· Determine Appropriate Backup Intervals.

· If possible, schedule your backups for periods of nonpeak Live Communications Server usage. Although backups are done while the databases are online, it is best to perform backups at times when the server is not under peak load and users are least impacted. 

· You should take into account the time needed for online database maintenance, which is performed daily by default from 1:00 AM to 5:00 AM, and schedule backup and maintenance schedules so that they do not overlap.

Disaster Recovery

Before deploying Live Communications Server in a production environment it is important to have well-defined and well-rehearsed disaster recovery strategies in place. These strategies will allow you to quickly recovery any loss of messaging services to your users that are affected by a disaster. You should have a specific strategy for each of the types of disasters that may occur. 

Depending on the type of disaster that occurs (that is, the extent of the damage), you may be able to repair your Windows or your Live Communications Server installation to fix the problem. In other cases you will need to perform disaster recovery operations that involve the rebuilding of an entire pool due to the catastrophic nature of the disaster.

Live Communications Server 2005 Enterprise Edition has enhanced capabilities in the area of disaster recovery, by using the Stand-By Recovery Server model. Live Communications Server 2005 does not support Log Shipping or other methods of active or hot standby.

Stand-By Recovery Server

The stand-by recovery server method involves keeping extra computers held in reserve for use as a recovery server in the event a disaster occurs. Using stand-by recovery servers is a common practice in server environments that include rack-mounted hardware. In such environments support technicians routinely replace modular components or complete servers as they become damaged. This method works well with data storage technologies that offer continuous availability such as SANs. 

Most enterprises are moving to a model of just-in-time inventories for their IT organizations. Enterprises contract with hardware vendors and suppliers, and the contract specifies an SLA (service level agreement) of a few hours for delivery of certain pieces of hardware in the event of a catastrophe. The advantage of this method is that multiple spare servers are not sitting in the inventory, unused , occupying space, and not productive.

The following are the requirements to perform the stand-by server strategy:

· Full backup of SQL DB and configuration database (rtcconfig)

· Backup of XML files with WMI information from each server within the pool; or a complete Windows Server 2003 backup of each Enterprise Edition Server in the pool using Windows ASR (automated system recovery) for recovery.

· Restore from this backup on a new or rebuilt pool requires that Active Directory, DNS, domain controllers, Load Balancers, and other networking infrastructure are available and working prior to the restoration.

Best Practices for Minimizing the Impact of a Disaster

An important step in creating a Live Communications Server disaster recovery strategy is to consider ways in which you can avoid or minimize the impact of a disaster. There are many different preventative measures you can take to help prevent or minimize the effects of disasters such as hardware failure or power outages. The amount of time required to recover from a disaster depends on what needs to be restored. Obviously, restoring the entire pool in a site takes the longest, this is expected to be in the order of several hours once all hardware is available and networking and cabling is completed and tested, the hardware has Windows Server 2003 installed.

Use the following guidelines when designing your disaster recovery strategy.

· Keep your software and firmware updates available.

· Keep all software disks readily available.

· Monitor servers proactively.

· Maintain hardware records.

· Maintain software records.

· Ensure the integrity of your backups.

· Train, document, and implement disaster recovery simulation drills.

· Keep spare hardware available or contract with hardware vendors and suppliers (SLA bound).

· Consider locations of your transaction log files and database files.

· Ensure your insurance policy is adequate.

Planning for Archiving Service

Live Communications Server Archiving service enables archiving of all Live Communications Server instant messages. This service helps customers who need IM archiving for regulatory compliance, legal discovery, corporate policies, or usage data.

This section provides information about the following topics:

· Archiving scenarios

· Components and features

· Archiving topologies

· Features and deployment considerations

· Performance and scalability

· Management planning

For more information about deploying and configuring a Live Communications Server archiving solution, see the Live Communications Server 2005 Deployment Series.

Archiving Scenarios

The Live Communications Server 2005, Archiving service, supports several archiving scenarios. These scenarios differ according to which users are archived, when users are archived, and what information is archived. These scenarios are designed to be general enough to address a variety of archiving needs. The main supported archiving scenarios are:

· Full archiving. In this scenario, Live Communications Server archives all IM conversations for all your users in your enterprise. Additionally, you receive usage data on all users in your organization.

· Partial archiving. In this scenario, Live Communications Server archives all IM conversations for some users in your enterprise. These users could represent a large or small percent of your overall users. Additionally, you receive usage data on these users, or on all users.

· Federated or internal archiving. In this scenario, Live Communications Server archives only the federated or internal IM conversations for users in your enterprise. Additionally, you receive usage data on these federated or internal conversations, or on all conversations.

· Exception archiving. In this scenario, you disable specific users from ever being archived. Settings will take precedence over any other user or global setting for enabling archiving and will prevent specific users from being archived even when conversing with other users who are enabled for archiving.
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Note

This setting should not be used by companies with requirements to archive all instant message conversations for all or some of their users.

· Usage data archiving only. In this scenario, Live Communications Server does not archive IM conversations for any users in your enterprise, but still provides usage data about all or some users in your enterprise.

All the these usage scenarios are supported through archiving settings stored in Active Directory and can be managed at the global settings and per user level as described in the following “Components and Features” section. For more information about these procedures, see the Live Communications Server 2005 Deployment Series.
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WARNING

If you have archiving (with message bodies) enabled in the enterprise and are federating, you may have requirements to notify and receive consent from your federating partners. This can be achieved by notifying your federated partners during the initial federation provisioning process. Also, Live Communications Server 2005, Access Proxy, also has an external archiving notification feature that should be enabled (it is on be default).

Components and Features

The Live Communications Server 2005 end-to-end topology supports archiving with several components. The following figure describes the logical components of the Live Communications Server Archiving service architecture.

Figure 148   Archiving service logical components
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Archiving Agent

Archiving Agents are included with every Standard Edition Server, Enterprise Edition Server, and Proxy installation and the agents run under the Live Communications Server service (rtcsrv). You must enable the archiving agent and connect it to an Archiving service, either during setup for each Live Communications Server, or following setup using the administrative snap-in. 

The archiving agent uses MSMQ (Microsoft Message Queuing) to connect to the Archiving service, so you must install MSMQ on the Live Communications Server before you can enable the archiving agent. The archiving agent sends messages by writing to the destination queue on the Archiving service. MSMQ stores submitted messages until they are written to the Archiving service. MSMQ also routes errors from the Archiving service to the archiving agent. If archiving is enabled in critical mode, the archiving agent uses these errors to force Live Communications Server to shut down.
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Note

For most archiving scenarios you should enable the archiving agent on all your Live Communications Servers in your enterprise. Exceptions might include scenarios where you only want to archive IM conversations of users on specific Live Communications Servers. For archiving some or all users on an Enterprise pool, you must enable the archiving agent on all Enterprise Edition Servers of the Enterprise pool.

Per User Archiving

For per user archiving, the archiving agent checks all outgoing SIP messages on the Live Communications Server to determine whether it should be archived and in what form. This requires the archiving agent to look up the archiving settings for the sender and receiver of the message (either set per user or inheriting from global settings). Based on these archiving settings, the archiving agent takes one of the following actions:

· Archive in regular mode. Live Communications Server archives the message with the message body for compliance in the messages table and the usage data in a second usage summary table.

· Archive without bodies for usage data purposes.
· Do not archive.
Removing Duplicates

The archiving agent also checks messages to make sure that they are not archived twice when archiving a Standard Edition Server or Enterprise pool. Duplicates are not detected when archiving on a Forward Proxy in most topologies. For more information about removing duplicates, see “Feature and Deployment Considerations” later in this document.

Archiving Service 

The Archiving service receives the IM messages from the Archiving Agent and stores them in an SQL database. The Archiving service consists of three components:

· The destination queue, which is managed by MSMQ.

· The Archiving service component that runs the service.

· The Archiving Back-End Database. 

The Archiving service requires MSMQ for the destination queue, while the Archiving Back-End Database requires SQL Server 2000 SP3a. The Archiving service component reads messages from the Archiving Agent in the destination queue in MSMQ and writes the messages to the Archiving Back-End Database.

The Archiving Back-End Database stores IM message archives and usage data. The following diagram illustrates the database tables that the Archiving Back-End Database uses to store this information.

Figure 19   Archiving back-end database structure
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The following table describes the schema for the Archiving Back-End Database.

Table 8   Archiving Back-End Database schema

	Table Name
	Column Name
	Description

	users 
	userid
	(Identity column)

	
	useruri
	URI of the user that sent or received an instant message.

	computers
	id
	(Identity column)

	
	computer
	NetBIOS name of the home server that processed an instant message.

	Contenttypes
	id
	(Identity column)

	
	contenttype
	MIME content type of the message.

	messages
	id

	(Identity column)

	
	date
	Date and time at which the message was processed by a home server.

	
	fromid
	Identifies the sender of an instant message (corresponds with userid in users table).

	
	toid
	Identifies the recipient of an instant message (corresponds with userid in users table).

	
	contenttypeid
	Identifies what the content type of the message is.

	
	cs_call_id
	Unique identifier for the IM session. Checksum calculated from call_id (used by Live Communications Server only).

	
	computerid
	Identifies the home server that processed an instant message (corresponds with id in computers table).

	
	body
	Body of an instant message.

	
	reserved1
	Column reserved for use, such as tracking the exporting of records.

	
	reserved2
	Column reserved for use.

	usagesummary
	id

	(Identity column)

	
	date
	Date and time at which the message was processed by a home server.

	
	fromid
	Identifies the sender of an instant message (corresponds with userid in users table).

	
	toid
	Identifies the recipient of an instant message (corresponds with userid in users table).

	
	cs_call_id

	Unique identifier for the IM session. Checksum calculated from call_id (used by Live Communications Server only).

	
	Messages

	Number of messages sent.

	
	reserved1
	Column reserved for use.

	
	reserved2
	Column reserved for use.


Active Directory Archiving Attributes

Live Communications Server stores several Active Directory attributes, which indicate when to archive users, which users to archive, and whether to archive the message bodies or just usage statistics. The Archiving Agent on the Live Communications Servers will look up these settings to decide whether to archive the message, and whether to archive the entire message body or just the usage data.

There are two levels of settings:

· Global archiving default settings (see Table 9). These settings are stored in a new msRTCSIP-Archive auxiliary class to the msRTCSIP-GlobalContainer in the forest root, with the attributes in the following table. Users can inherit these global archiving settings (the default setting for users).

· User archiving settings (see Table 10).

Table 9   Global archiving default settings and attributes

	Attribute
	Description

	msRTCSIP-ArchiveDefault (new)
	Indicates whether instant messages of internal conversations (including remote users) should be archived by default. The valid range of values for this attribute is: 

· TRUE Archive all users for internal conversations.

· FALSE Do not archive all users for internal conversations.

	msRTCSIP-ArchiveDefaultFlags (new)
	Indicates how instant messages of internal conversations (including remote users) should be archived if the ArchiveDefault setting is TRUE. Instant messages can be archived with message bodies or only as usage statistics.

The valid range of values for this attribute is: 

· 0. Archive the message body (regular archiving).

· 1. Do not archive the message body (usage data).

	msRTCSIP-ArchiveFederationDefault (new)
	Indicates whether instant messages of federated conversations should be archived by default. The valid range of values for this attribute is: 

· TRUE. Archive all users for federated conversations.

· FALSE. Do not archive all users for federated conversations.

	msRTCSIP-ArchiveFederationDefaultFlags (new)
	Indicates how instant messages of federated conversations should be archived if the ArchiveFederationDefault settings is TRUE Instant messages can be archived with message bodies or only as usage statistics. The valid range of values for this attribute is: 

· 0. Archive the message body (regular archiving).

· 1. Do not archive the message body (usage data).


Table 10   User archiving default settings and attributes

	Attribute
	Description

	msRTCSIP-ArchivingEnabled (new)
	Indicates the user archiving setting. The valid range of values for this attribute is: 

· 0. use the global default setting defined by msRTCSIP-ArchiveDefault, msRTCSIP-ArchiveFederation. This is the default.

· 1. Archive

· 2. Do not archive

· 3. Archive without message body


These settings have a specific order of precedence that the archiving agent uses to handle conflicts in settings. To effectively enable archiving, you must understand what settings take precedence. 

You can configure all users to inherit the archiving settings you configure for your forest in global settings. By default, all users are configured with this setting. However, you can configure different settings for specific users that override the global archiving settings. When users with different archiving settings communicate with each other, the settings that take precedence are as follows from highest precedence to lowest:

· Do not archive. Takes precedence over all other settings. If a user has the Do not archive setting configured, then that user’s instant message conversations with any other user are never archived, regardless of the other user’s archiving setting. You should not use this setting if your organization must meet compliance requirements.

· Archive without message body. Takes precedence over all settings except Do not archive. If a user with the Archive without message body setting configured communicates with another user configured to Archive all communications, only usage data is archived; the message body is not archived. You should not use this setting if your organization must meet compliance requirements.

· Archive all communications. Takes precedence over any global archiving setting. For example, a user with the Archive all communications setting configured is always archived (with message body) when in a conversation with users who inherit from the global archiving settings, even if the global setting is set to Do not archive or Archive without message body.

· The global archiving settings are overridden by any of the other per user settings.
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WARNING

If your organization requires archiving of all instant messages for some or all users in your organization, do not configure users with the Do not archive or Archive without message body setting. Because these settings override other archiving settings, if a user who must be archived communicates with another user with these settings, the conversation will not be properly archived.

The following tables describe the archiving agent behavior when looking at a message with a sender and receiver who have every possible combination of user and global archiving settings.

Table 11   Communication between internal users (both from the same enterprise)

	User X Setting
	User Y Setting
	Archiving Agent Decision

	“Do not archive”
	Any archiving setting
	Message and usage data are not archived.

	“Archive without message body”
	Any archiving setting except “Do not archive”
	Only usage data is archived.

	User: “Archive”
	Any archiving setting except “Do not archive” and “Archive without message body”
	Message and usage data are both archived.

	”Use the global default setting”

(Global: ArchiveDefault true, ArchiveDefaultFlag 0)
	”Use the global default setting”

(same global setting)


	Message and usage data are both archived.

	”Use the global default setting”

(Global: ArchiveDefault true, ArchiveDefaultFlag 1)
	”Use the global default setting”

(same global setting)


	Only usage data is archived.

	”Use the global default setting”

(Global: ArchiveDefault false)
	”Use the global default setting” (same global setting)
	Message and usage data are both not archived.


Table 12   Communication between an internal user (X) and a federated user (Y)

	User X Setting
	User Y Setting (External User)
	Archiving Agent Decision

	“Use the global default setting”

(Global: ArchiveFederationDefault true, ArchiveFederationDefaultFlag 0)
	No setting 


	Message and usage data are both archived.

	“Use the global default setting”

(Global: ArchiveFederationDefault true, ArchiveFederationDefaultFlag 1)
	No setting 
	Only usage data is archived.

	“Use the global default setting”

(Global: ArchiveFederationDefault false)
	No setting 
	Message and usage data are both not archived.


Archiving Topologies

The Live Communications Server Archiving service components previously described can be deployed in the several different supported topologies based upon which Live Communications Servers are being archived and the configuration of the Archiving service which is largely informed by your performance and scalability requirements (the number of users targeted for archiving).

Topologies 1 and 2, shown in the following figure, reflect one or more Standard Edition Servers connected to an Archiving service, either in Single-Computer or Two-Tier configuration. A Two-Tier Archiving service provides improved scalability and performance, as described in the next section.
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Note

A Standard Edition Server can be collocated with its Archiving Server, but this configuration is strongly discouraged due to performance limitations.

Figure 20   Archiving topologies 1 and 2
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Topologies 3 and 4 show that one or more Live Communications Server 2005 Enterprise pools can also be connected to a two-tier or single-tier Archiving service. This is similar to the Live Communications Server 2005 Standard Edition topologies except that every server in the pool must be connected separately. The two-tier Archiving service is strongly recommended for Enterprise pools of more than 50,000 users. 

Figure 21   Archiving topologies 3 and 4
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Topology 5 shows an additional topology for large Enterprise pools where multiple Enterprise Edition Servers within an Enterprise pool can be connected to two different Archiving services. Each Archiving service can use the two-tier architecture optionally. Consider using this topology only if a single, two-tier Archiving service topology does not meet your scalability requirements.

Figure 22   Archiving topology 5
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Topologies 6, 7, and 8, shown in the following figure, describe the ways of connecting Live Communications Server 2005, Proxy, to an Archiving service. A single Proxy can be collocated with the Archiving service. This is the only supported topology when the Proxy is running on a computer in workgroup mode. One or more Proxies (running on a domain computer) can also be connected to a Single-Computer or Two-Tier Archiving service, depending on performance requirements.

Archiving on a Proxy is generally not recommended in an organization where you can already archive on a Standard Edition Server or Enterprise pool. Archiving on a Proxy is mostly used for the hosting scenario where the hosting customer uses a Proxy to connect to the hosting service cloud over an Internet boundary. In this scenario, the hosting customer, who may have a compliance requirement to archive on their premises, can archive on the Proxy. 

There are important limitations to this topology, including the following:

· User archiving settings are not supported.

· Messages that both come in and out of the Proxy from the Internet will be archived both times for security purposes; and the Proxy cannot guarantee that the instant messages being archived are of an authenticated user because this can only be guaranteed by the upstream Enterprise pool and Standard Edition Servers in the hosting cloud.

Figure 23   Archiving topologies 6, 7, and 8
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Feature and Deployment Considerations

The Archiving service also has the following feature and deployment scope which may limit scenarios.

· Only IM conversations are archived. All SIP messages with the method type of MESSAGE can be archived. Audio, video, and T.120 media sessions are not archived.

· The Archiving service archives all Live Communications Server instant messages sent by users in your organization. It does not provide a 100 percent guarantee that the message was delivered to and read by the receiving end user.

· The Archiving service is designed to guarantee archiving of Live Communications Server IM messages and does not provide the equivalent functionality of a compliance server in terms of retention rules, special workflow, or extensive reporting.

· The per user archiving capabilities illustrated in topologies 2 through 4 are only supported when you archive users on a Live Communications Server Standard Edition or Enterprise pool, and does not work for archiving on a Proxy.

· Archiving on a Proxy will lead to archiving of duplicate messages. Conversations that must traverse the Forwarding Proxy twice will be archived twice. Because the Forwarding Proxy is usually connected Live Communications Servers over an Internet boundary, conversations among users behind the Forwarding Proxy will be archived both when the messages enter and leave the Internet connection.

· Archiving on a forwarding Proxy cannot guarantee that the instant messages being archived are of an authenticated  user because this can only be guaranteed by the upstream Enterprise pool and Standard Edition Servers in the hosting cloud.

· Live Communications Server 2005, Access Proxies, cannot be archived. Only the Standard Edition Server, Enterprise pool, and Proxy can be archived.

· The Archiving service and the Live Communications Servers that are being archived must operate in the same domain.

· For archiving a Standard Edition Server or Enterprise pool, the domain should be prepped before you deploy the Archiving service.
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WARNING

Cross-domain deployments are not supported.

Archiving Performance and Scalability Considerations

This section describes some additional factors to consider when planning for archiving Live Communications Server. 

Selection of Archiving Service Configuration

Performance tests show that a single-tier Archiving service can support up to 50,000 users. Even higher scalability can be achieved using a two-tier, dual-computer Archiving service. Performance tests show that this two tier, dual-computer topology can support an Enterprise pool with up to 125,000 users. The tested scenario included three Enterprise Edition Servers connected to the first two-tier Archiving server and another three Enterprise Servers connected to the second two-tier Archiving server. 

Hardware and Platform Requirements for the Archiving Server

For information about hardware and platform requirements for the archiving server, see the “Technical Overview” section earlier in this document.

Archiving Database Storage Planning

Storage planning considerations are specific to each deployment. When planning you archiving storage, consider the number of users and the level of instant messaging use in your environment.

The most important factors are:

· The number of users per Archiving service.

· The average IM usage per user.

· The location where the IM archives will be permanently stored—either in the Archiving Database, or in a downstream back-end tier, such as a compliance server.

· Whether you will use circular logging.

The following basic approaches are available to help you plan your storage needs for the Archiving Database:

· Average Storage Per Message. Each message is estimated approximately at (around 70 + x) bytes, where x is the body size of the instant message when encoded in UTF-16 (in bytes). So, for an instant message body size of 125 characters (250 bytes), an individual message would take approximately 320 bytes of storage in the database.

· Average Storage Per User Yearly. Using an estimate that the average user will have 20 messages per hour, each averaging about 125 characters in length, and that the average number of hours in a work year is 2,080, that yields a storage requirement of approximately 13 MB per user, per year.

· Average Storage In Days Using Circular Logging. For usage of the circular logging feature to remove archives and write-over capability every specified number of days, you should use different capacity planning metrics. You should plan your storage around the archive size for the specified number of days times 3. The 3 times factors is recommended by the Microsoft SQL team for the extra space consumed for transactions logs during the archive deletion.
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Note

When the transaction is completed, SQL will automatically truncate the log because the archiving database is set to simple recovery model, although this space will not be released to the operating system.

Management Features

This section highlights key management features and tasks that are required for operating the Live Communications Server 2005 IM Archiving Solution. Several of these areas are new administration features introduced in Live Communications Server 2005.

Configuring Archiving in Critical Mode and Ensuring Reliability

You can configure the Archiving Agent to run in critical mode, which stops the Live Communications Server if the Archiving service fails and communications cannot be archived and may be lost. When the Archiving service is not available, Live Communications Server keeps messages in the Message Queue. When the queue runs out of storage, the Live Communications Server shuts down. 

The archiving architecture is designed to leverage MSMQ to gracefully handle temporary problems in availability of the network or Archiving service (and its computer) with the MSMQ asynchronous queuing capabilities. The critical mode is invoked by nontemporary problems that will cause MSMQ to actually lose messages, including:

· Critical error or NACKs (negative acknowledgment) messages. These messages come from the destination queue, indicating that the destination queue cannot receive any of the messages sent by the Archiving service. This situation is usually caused by errors in permissions, configuration, encryption, and so forth.

· Time-to-reach-queue timeout of 30 minutes is exceeded This 30-minute timeout period gives you time to recover from temporary errors or misconfigurations. When the timeout period is exceeded, the messages have not been able to reach the remote destination queue within the 30 minute allotment (in the meantime, these messages are cached in a local transmission queue). This error generally occurs when the destination queue is not available because the Archiving service computer, MSMQ or the network is unavailable.

· Time-to-be-received timeout of 45 minutes is exceeded The 45-minute period before critical mode is invoked gives you time to recover from temporary error or misconfigurations When the timeout is exceeded, messages that reached the destination queue have not been picked up within 45 minutes by the Archiving service component (to store into the Archiving Database). This error is usually caused when downstream components, for example, the Archiving service component, the Archiving Database or the SQL service itself, are unavailable. 

Configuring archiving to run in critical mode requires the following:

· Each Live Communications Server (on which the archiving agent runs) connected to the Archiving service is configured to run in critical mode. In a pool, each server in the pool, must be configured for critical mode.
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Note

Critical mode is enabled by default when enabling an archiving agent during Live Communications Server Setup (activation). This mode can also be configured from the Live Communications Server console from that Live Communications Server server’s property pages on the Archiving tab.

· Adequate storage space must be provided for the local outgoing transmission queue on each Live Communications Server enabled for archiving. Plan adequate storage space for the local transmission queue so that if the destination queue becomes unavailable, the local transmission queue will not run out of space before the time-to-reach-queue timer of 30 minutes is exceeded. As a best practice, provide the local transmission queue with far more than the maximum storage required during peak usage in 30 minutes for a single Archiving service. As a guideline, estimate that 700 MB of storage for 2 million messages is required in a 30-minute period. For a single Archiving service (two-tier, dual-computer) supporting 65,000 users who send 60 messages per hour (200 percent higher than the average estimates), and 320 bytes of storage per message (125 characters per message). In this example, ensure that the storage disk for the outgoing transmission queue has far more than 700 MB of disk space and that other storage services are not competing for these resources.

· Adequate storage space must be provided for the remote destination queue on the Archiving service computer. Plan adequate storage space so that the remote destination queue does not run out of disk space before the time-to-be-received timer of 45 minutes is exceeded, if the Archiving service component or Archiving Database become unavailable. Use an approach similar to the one previously illustrated for the local transmission queue, but using a time-out value of 45 minutes instead of 30 minutes. Using the figures in the previous example, the storage requirements for the destination queue for 45 minutes will be approximately 1 GB for 3 million messages. In this example, provide far more than 1 GB of exclusive disk space  required for the destination queue.

If the Live Communications Server is stopped due to the archiving critical mode, you may need to recover messages by checking the local outgoing transmission queue or the destination queue.

Managing Archiving Agent Start-Up and Encryption Setting

By design, when the archiving agent is enabled, the argent must start up for Live Communications Server to start. This is similar to the critical mode setting of server applications. 

The following conditions are required for the Archiving Agent to start.

· The MSMQ service is running

· MSMQ has enough system resources

· MSMQ encryption supports the Archiving Agent encryption setting

By default, the archiving agent encryption setting is configured as mandatory and the archiving agent (and Live Communications Server) will not start if there are any errors in the encryption initialization. You can configure the encryption setting as nonmandatory if you want the archiving agent to run without encryption if the encryption initialization fails. 

Enabling Encryption for the Two-Tier Archiving Service

For a two-tier Archiving service, you must follow the procedures in the Live Communications Server 2005 Deployment Series for setting up encryption between the first tier computer with the Archiving service component and the second tier computer with the Archiving Database. For more information about enabling SQL encryption, see the following Microsoft Knowledge Base articles #276553 and #84169 at http://support.microsoft.com/. 

Managing Global and User Archiving Settings

As mentioned in the first section, there are various archiving scenarios supported that involve archiving only certain users or even disabling archiving for specific users. There are both user settings and global archiving settings, which can be configured through the administrative snap-in and programmatically using WMI. For more information, see the earlier “Components” portion of this section, and the Live Communications Server 2005 Deployment Series.
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Note

RTCDomainServer credentials in the domain where the Archiving service is deployed are required to manage these settings.

Managing the Archiving Service from the Live Communications Server Administrative Snap-In

There is an Active Directory object in the global container for the Archiving service in the enterprise. This enables global discoverability from the Live Communications Server administrative snap-in and provides property pages for managing various Archiving service settings.

Archiving Database Partitioning

To increase performance and provide for easier troubleshooting, partition your disks so that your database files and transaction log files used by the Archiving servers are all on separate volumes to increase performance and reduce the amount of data you need to recover. For a single-tier Archiving server, where all components reside on a single server, place your application files for the Archiving service on a separate volume.

Archiving Database Circular Logging

The Archiving service has a circular logging feature to help you automate storage management by enabling a periodic cleanup of the Archiving Database. By default, the circular logging feature is disabled – the DaysOfArchiving setting is set to 0. Circular logging is enabled if the DaysOfArchiving setting is configured to a specific nonzero number of days. DaysOfArchiving indicates the maximum number of days to keep an archive. Every day at 4 A.M., circular logging will delete any archives that are dated from the specified number of days ago. For example, if DaysOfArchiving is set to 4, the circular logging feature will delete archives that were dated from four days ago starting at 4 A.M. until 4 A.M. three days ago. If you are using circular logging and have the requirement to preserve your data, you should schedule data export facilities with the circular logging feature such that archives are always exported before they are deleted.

Archiving Database Exporting

The Archiving Database is often exported to a downstream back-tier permanent store such as a compliance server. The Archiving Database has two extra columns (reserve1, reserve2) that can be used by other exporting tools for indicating which messages have been successfully exported. These messages can be deleted and cleaned-up manually.

Managing Transaction Log Storage Size

An Archiving Server configured for higher-end scalability (for example, archiving an Enterprise pool) may run into transaction log storage limits fairly rapidly. Make sure to plan and establish backup and/or clean-up operations to free up disk space for the transaction log. Periodic backups of the database will delete the transaction log files up to the time that you perform the backup. 
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Note

Refer to the Microsoft SQL Server documentation for specific information on backing up and monitoring the performance of the Archiving Database, such as for running out of disk space or systems performance.

Monitoring the Archiving Service and Archiving Database

Use the Windows Performance Monitor or other monitoring applications for alerts and for ongoing monitoring on the performance of the Archiving service and Archiving Database. Monitor the thresholds for CPU performance and the available free disk space.

Planning for Remote User Deployment and Federation and Public IM Connectivity

This section offers details to planning deployment for the following:

· Remote user access.  A Live Communications Server option that allows remote clients to connect without using a VPN.

· Federation between direct partners or a clearinghouse. The ability to connect Live Communications Server deployments across enterprises. 

· Public IM connectivity. The ability to connect to public IM service providers and communicate with their users. With the purchase of a public IM connectivity license, your employees can communicate to communicate and share presence with MSN, Yahoo!, and AOL users over an MTLS connection.

You enable remote user access and federation  by deploying an Access Proxy. Access Proxy also provides the tools to enable public IM connectivity.

Planning for Remote User Deployment

While many remote clients in your environment may log on over a VPN to gain access to a computer running Live Communications Server, a VPN connection might not be available or practical in certain deployments. This section describes remote user deployment, an alternative to using VPN, and describes how Live Communications Server can be deployed to enable remote users to connect using TLS.

When remote user deployment is properly configured, users have access to presence information and instant messaging capabilities from a public network.
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Note

The deployment of the remote user scenario is very similar to the way it was achieved in Live Communications Server 2003 except that the Live Communications Server, Access Proxy is now used in the perimeter network. The same access proxy can be used to enable federation.

To enable scenarios involving audio and video, data collaboration, and file transfer for remote users, the two main options are to either use a VPN or use a third-party firewall or NAT traversal solution.

Planning for Remote User Access

The following are the evaluative steps you need to take to plan for remote user access in your deployment.

· Evaluating the model used for remote access

· Evaluating the additional servers required

· Evaluating the Access Proxy deployment

· Planning the deployment of a director inside the corporate network

· Enabling users for remote user access

Evaluating the Model Used for Remote Access

The first step in planning your remote user model for federation is to consider the two options that are available to enable the remote user scenario:

· Using a VPN that will give the client access to the entire corporate network. No specific configuration for Live Communications Server is needed in this scenario.

· Deploying an Access Proxy to enable remote user access to Live Communications Server.

You can choose between these two models for enabling remote user access based on the business needs of the organization. The following sections describe the planning steps involved in deploying an Access Proxy. The VPN solution is beyond the scope of this guide.

Evaluating the Additional Servers Required

Once you have evaluated which model you are going to use for enabling remote user access, the next step is to evaluate the number of servers that you will require for your deployment. Start by evaluating the number of users who will need to connect from the outside. Based on that usage model and using the recommendations in the performance section of this guide, you will be able to determine how many Access Proxies are needed to support the number of remote users in your deployment. At least one Access Proxy, one Director and one Live Communications Server 2005 Enterprise pool or Standard Edition Server is required to enable the remote user scenario.

Because the same Access Proxies can be used for federation and remote user access, the combined load has to be accounted for when planning the deployment. Also, when both the remote user and federation scenarios are enabled, various Access Proxies could be used to handle the traffic for each scenario. Deploying Access Proxies that are dedicated to enabling one specific scenario is recommended as it will increase the overall security of your deployment; it will also allow you to manage these scenarios independently on the edge of your network.

Evaluating the Access Proxy Deployment

The remote user scenario relies on the deployment of the Live Communications Server, Access Proxy in your perimeter network. The Access Proxy is the first Live Communications Server any SIP messages coming from outside goes through before coming into the internal network. It is the place for you to control what gets into the network and provides security features to help protect your internal network. The Live Communications Server, Access Proxy runs as local user and doesn’t require the computer to be joined to an Active Directory domain. See to the Live Communications Server 2005 Deployment Series for more information about how to deploy the Live Communications Server, Access Proxy.

Access Proxy and Network Addresses

It is important to understand that the Access Proxy has two network addresses:

· A public (or external) network address that is used for links with the external clients.

· A private (or internal) network address that is used for communication with the inside Live Communications Server deployment.

It is highly recommended to use two separate network adapters on the Access Proxy to distinguish these two addresses. This helps provide physical security delimitation between the inside and outside networks.

Listening Ports on the Access Proxy

While port 5061 is required for federation, you can designate a different port for the remote user scenario.

Configuring port 443 for the remote user scenario can enable mobile users working from remote locations or other enterprise offices to connect to your internal network without opening port 5061, which is often blocked by the local firewall while port 443, the default port used for Secure HTTP (HTTPS) access, is left open. 

Planning the Deployment of a Director Inside the Corporate Network

All traffic coming from outside the corporate network is sent to one internal server within the enterprise network. It is highly recommended to use one or more Live Communications Server, Directors as the first internal server. The reasons why the deployment of the Director is recommended are:

· The Director is the first server within the enterprise that authenticates remote users.

· The Director acts as a hub for all traffic related to remote user and federation and can be used for logging or tracking purposes.

· The Director doesn’t host users; therefore, if the Director encountered any type of problems preventing it from properly functioning, it would not affect the internal Live Communications Servers or prevent internal users from operating properly.

· The Director proxies traffic directly to the appropriate pool, this helps to reduce additional traffic on home servers (if they were used in the place of a Director).

A 1:1 ratio of Directors to Access Proxies is recommended.
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Note

Hosting users on a Director is not supported. Do not move users to the Director after it is deployed. 

Enabling Users for Remote User Access

Once the deployment is ready for remote user access, the last step is to enable users for Internet access. This can be achieved using the Live Communications Server administration console or Active Directory Users and Computers. You can control who is and who is not enabled for remote user access on an individual basis. By default, users are not enabled for remote user access.

Planning for Federation

Federation is the capability of connecting your Live Communications Server deployment to other Live Communications Server deployments in other organizations. It extends the Live Communications Server capabilities outside the enterprise boundaries while still offering security features similar to those provided in Live Communications Server 2003. This feature allows your users to communicate with users in other organizations. This includes sending instant messages and seeing presence information for users who are on the contact list. Federation enables you to extend the productivity gains Live Communications Server offers in the local enterprise to your communications with your business partners, suppliers, and other external entities.

For security reasons, user search is limited to the local enterprise directory. For the same reasons, Microsoft Office integration features do not display presence information for contacts who are not on the users contact list and are not part of the local enterprise deployment.

Different options are offered for federation allowing you to choose the deployment model that best suits your business needs.

All federation models rely on the deployment of a Live Communications Server, Access Proxy in the perimeter of your network. The Live Communications Server, Access Proxy is the place where all SIP traffic will go in and out of your corporate network. It helps secure your internal Live Communications Server deployment and gives you full control over the federation and remote user access features. 
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Note

Other types of communication (such as audio, video, and collaboration) are not provided for federated scenarios. However, they can be enabled by solutions provided by a Microsoft partner. For more information about Microsoft Live Communications Server partners and their products, see http://directory.partners.extranet.microsoft.com/searchresults.aspx?i=1&pid=25.

Full Administrative Control

As the administrator, you have full control over every aspect related to federation, including which internal users are enabled for federation and the domains with which the enterprise federates, and other settings. Most of the configuration is performed at the Live Communications Server, Access Proxy which is deployed in the perimeter network. The same server is also needed to enable the remote user scenario. Integration into familiar administration tools such as Active Directory Users and Computers also allows you to enable users for federation on an individual basis.

You also have the option to archive the content of all the instant messages swapped within the enterprise and with federated partners. Users on both sides are notified of the fact that they are being archived.

Federation Models

You can choose from several different federation models with Live Communications Server 2005. This section provides an overview of these models. Depending on the business needs and the number of partners involved, one or a combination of the federation models described next can be used. You can choose to tightly control which domains the enterprise will federate with or you can offload this control to a clearing house. You also have the option to use a mixture of both models as described in the next section.

Available federation models include:

· Public IM connectivity (enabled in SP1 and available with the purchase of an additional license) 

· Explicit peering or direct federation

· Clearing house models

· Enhanced federation available in SP1

You can combine many of these models within your organization. However, you cannot use enhanced federation or public IM connectivity if your Access Proxy is configured with a default route to a clearing house (the open clearinghouse model).

Explicit Peering or Direct Federation

Live Communications Server gives you the option to configure which partners you want to federate with. For example, as the administrator of Northwind Traders, you could configure all messages destined to the Contoso domain be routed to an Access Proxy located in the Contoso deployment. Note that a symmetric configuration is performed by the Contoso administrator.

Simple Direct Federation Example with Two Enterprises

The following diagram shows the example of two enterprises federating through direct federation.

Figure 24   Example of direct federation between two enterprises
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In this example, two enterprises—Northwind Traders and Contoso Ltd.—are federating. Both have an internal Live Communications Server deployment and have also deployed an Access Proxy in their perimeter network. The access proxy at Northwind Traders has been configured to route all messages destined to the Contoso domain to the Access Proxy located at Contoso, and vice versa. This is called a direct (or explicit) peering link. The Access Proxies mutually authenticate each other and encrypt all traffic sent between them. In this example, Bob at Northwind Traders has Chris at Contoso on his contact list. Assuming that Chris has authorized Bob to view his presence information, Bob is also able to do so the same way he would for an internal contact at Northwind Traders. Bob can also send instant messages to Chris.

Bob’s user experience is as follows:

· Bob sees the presence information of contacts who are on his contact list (Dan and Chris) regardless to their being enterprise contacts or federated contacts. Note that both Dan and Chris authorized Bob to see their presence information.

· Bob sees the presence information of Dennis, Dan and Chris when using Microsoft Office 2003 applications such as the Microsoft Outlook® messaging and collaboration client, and other presence-aware applications. Note that in this scenario Dennis did not have to authorize Bob to see the presence information. (This assumes that the administrator has enabled the Microsoft Office integration feature.)

· Bob cannot see the presence information of Michael in this scenario as Michael has not explicitly allowed Bob to do so.

From this example, you can see that the user experience in the Office 2003 integration is different depending on whether the user whose presence information is being watched is part of the same enterprise or is a federated user.

· As users in the same enterprise, Bob is able to see Dennis’ presence information in Office 2003 applications even though Dennis is not on Bob’s contact list.

· As federated users, Bob is not able to see Michael’s presence information in Office 2003 because Michael is a federated user.

This behavior is to help protect the privacy of federated partners; a federated user will only be able to see your presence information if you have explicitly allowed it.

Also note that Bob is allowed to do a user search only against the local directory, but he can’t search against Contoso’s domain. This configuration protects data in the internal directory from being exposed to users outside of the company.

Multiple Direct Federation Partners

Consider another example of federation involving multiple direct peering links. In the previous example, a single peering link was defined between Contoso and Northwind Traders. An enterprise can define up to 300 such direct peering links. The sum of these peering links is referred to as the explicit peering list.

To further illustrate how direct peering works, consider a scenario where Northwind Traders has multiple peering partners: Contoso and Fabrikam. Direct peering links have been defined on the access proxy at Northwind Traders. Contoso and Fabrikam are not direct federation partners.

Figure 25   Federation example with multiple federation partners
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The following is a description of the user experience in this scenario:

· Joe at Fabrikam is on Bob’s contact list. Bob will be able to send instant messages to Joe and see his presence information and vice versa.

· Bob’s user experience with regard to users at Contoso is the same as in the previous example.

· As Contoso and Fabrikam do not have a direct peering link defined between their networks, their users will not be able to send instant messages to each other or see each other’s presence information.

Unless the default route is configured, the enterprise only federates with partners defined in the explicit peering list. Every time the enterprise wants to federate with a new partner, this has to be explicitly configured.

Enhanced Federation

Live Communications Server 2005 with SP1 simplifies the process of federating with another organization. Enhanced federation uses DNS SRV resolution to locate the Access Proxy of a federated partner. Communication occurs over an encrypted mutual TLS connection, in which each Access Proxy presents a valid certificate obtained by a trusted public CA to the other Access Proxy involved in Enhanced Federation. 

Enhanced federation also simplifies the task of setting up federation relationships with direct partners. Because Enhanced federation locates the Access Proxy for you, there are several tasks that you do not have to do:

· Obtain and specify the FQDN of the Access Proxy for every SIP domain with which you want to federate.

· Monitor and update these settings as changes occur. 

· Provide information about your own Access Proxy to every federation partner.

Enhanced federation is disabled by default. Once enabled, two configurations are available, unrestricted and restricted. The default configuration when you enable enhanced federation is restricted federation. 

With unrestricted enhanced federation, users in your organization can exchange IM and presence information with users in any external SIP domain for which an Access Proxy with a valid certificate for its SIP domain can be located. Unrestricted federation greatly simplifies the process of connecting to external domains, but it means that any computer that presents a valid certificate can connect to your internal SIP domain and send unsolicited messages to any user.

Restricted federation is the recommended federation model for organization to organization federation. This model offers lower administrative overhead and still maintains a level of security.  With restricted enhanced federation, users in your organization can exchange IM and presence information only with external domains that you have explicitly authorized by entering them in the enhanced federation table. That means that if you enable restricted enhanced federation and you leave the enhanced federation table empty, the effect is the same as if you had disabled enhanced federation. If you add only a single domain to the enhanced federation table, that domain will be the only one with which enhanced federation is allowed. 

When you enter a domain in the enhanced federation table, federation is enabled by default not only for that domain but for any child domains it may own. For example, if contoso.com is the listed domain, then sales.contoso.com and northwest.sales.contoso.com will also be routed by the Access Proxy over an enhanced federation connection. 

· Administrators in each domain can authorize or deny federated access for one or more users. As with direct federation, where appropriate, administrators can also archive messages to federated partners and notify those federated users of this decision.

· As with direct federation, for privacy reasons, users cannot automatically obtain presence information for users in federated domains in the same way that they can for users in their own organization. Individual users can add federated users to their Allow and Block lists. If you add a user to your Allow list, then you permit that user to view your presence information. Managing the Allow list is the only way that users can see presence information for users outside their organization. 

If you use enhanced federation and you want other organizations to be able to locate your Access Proxy and communicate with your internal users, you must publish the DNS SRV record of your Access Proxy on a public or external DNS server. If your SRV record is not resolvable, other servers on the Internet will not be able to locate the Access Proxy through which to send messages to your users.
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Note

This DNS SRV record is required in addition to the DNS SRV record used for remote user scenarios. For more information, see the “Planning the Domain Name System” section later in this guide.

For enhanced federation, DNS SRV records for each organization must be based on the organization’s supported SIP domain ithat can be verified by a valid certificate. This requirement allows certificate validation and stronger verification of any federated partner’s domain. This mapping of a domain to a certificate mapping prevents DNS SRV record spoofing, so that an external entity cannot send or receive instant messages for a domain without an authentic domain certificate.

Special considerations apply to organizations that support multiple domains. For example, suppose the fictitious company Contoso, Ltd., supports the following domains: contoso.com, for which it has a public DNS SRV record for enhanced federation, and other domains such as marketing.contoso.com and sales.contoso.com. Enhanced federation will allow federation with users with a contoso.com SIP address. However, to accept instant messages from users with a marketing.contoso.com or sales.contoso.com SIP address, a public DSN SRV record must be published for each of these domains as well. Enhanced federation automatically enables the ability to communicate with DNS names with the contoso.com suffix, but each individual domain must have a public DSN SRV record and a valid certificate matching the domain 
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Note

If you want to use Enhanced Federation, ensure that your firewall is configured to allow traffic on port 5061.

Using a Clearing House

When direct peering links are used, one direct peering link needs to be defined for each direct federation partner. In SP1, enhanced federation simplifies the process of maintaining these links. However, if you do not choose to use enhanced federation or want to offload any administrative cost or send all messages through a single trusted source, a clearing house can be used.

Clearing houses can be used to simplify the configuration of the Live Communications Server deployment. A clearing house effectively federates with all the enterprises it acts as a clearing house for, it can offer value-added services, but at a minimum, it will route messages between domains that it serves.

In the clearing house model, a third entity—the clearing house—is in the communication path between two enterprises. The clearing house relays all traffic between the companies it acts as a clearing house for; traffic first gets sent to the clearing house, which is responsible for routing it to the right destination.

Clearing houses can be used in two ways: in a tightly controlled model, which creates a closed community of members (this is referred to as the restricted clearing house model) or in a less restrained way where the clearing house is used to route messages for all domains that are not explicitly configured by the administrator (using default route configuration or the IM provider tab on the Access Proxy’s properties.).

Restricted Clearing House Model

In some vertical markets, such as financial institutions, the enterprise can be a member of one or more restricted clearing houses. The clearing house can choose which enterprises it will host the restricted clearing house for, but the local enterprise administrator also has the ability to define which enterprises it will use the restricted clearing house for (it can be a subset of the enterprises served by the clearing house).

The clearing house can also be bypassed if a direct peering relationship is defined by the administrator to a given federated partner. In that case all traffic destined to that partner will go directly to the partner’s Access Proxy over the federated link and will not be relayed by the clearing house. In the following example, Northwind Traders and Contoso have a direct peering link while still using a clearing house for communication with other partners.

Figure 156   Federation in a restricted clearing house
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Figure 156 shows an example where Contoso is set up in a restricted clearing house with Fabrikam and Wide World Importers. The access proxy at Contoso has been configured to use A. Datum as a clearing house for communication with the Fabrikam and Wide World Importers. Contoso also has a direct peering link with Northwind Traders. Contoso uses the A. Datum clearing house only to communicate with Fabrikam, and Wide World Importers is configured on the Access Proxy at Contoso. Note that the A. Datum clearing house can also host other domains (as it does for Proseware in the figure), but unless the administrator at Contoso explicitly allows that domain, messages coming from the Proseware domain will be rejected by the Contoso Access Proxy.

Open Clearing House Model – Default Route or IM Provider Configuration

In this model, the clearing house is used to route all messages that are destined to domains that are not one of the direct partners or defined as being part of a restricted clearing house. This also means that the clearing house is trusted for all the messages that come to the local enterprise from that clearing house. This is the most open federation type that allows the enterprise to communicate with a large number of other enterprises with very minimal configuration required by the local administrator.
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Important

You cannot use a default route to a clearing house with enhanced federation or public IM connectivity.
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Important

You cannot use a default route to a clearing house with enhanced federation or public IM connectivity.

You configure this scenario in one of two ways:

· By defining a default route on the Access Proxy. This default route is configured to route everything from the Access Proxy to the Access Proxy of the clearing house if the Access Proxy doesn’t know how to route by other rules. 

· By adding the clearing house as an IM provider on the IM Provider tab of the Access Proxy. If you use the IM Provider tab to add a partner, DNS SRV records are used to identify which domains a partner owns, and no strict server name to domain name mapping is required.

[image: image57.wmf]
Note

Only one default route can be configured on the Access Proxy. If you want to use more than one clearing house, you must use the restricted clearing house model for at least one of the clearing houses.

Figure 27   Clearing house example using the default route on the access proxy
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Expanding on the preceding examples, Figure 7 shows how Contoso is using the default route on its Access Proxy to connect to any other domain it has not configured as a direct federation partner (Northwind Traders) or that is not part of one of its configured restricted clearing houses. Wide World Importers and Fabrikam). Once the default route is configured, Contoso is able to communicate with any domain the default route clearing house acts as a clearing house for.

Note that in the previous figure, the Proseware has a link to the second clearing house as well and; therefore, Contoso and Proseware users are effectively federating.

Blocking Domains

When using the default route to a clearing house, the administrator can explicitly block a domain from federating with its enterprise allowing to help further secure the deployment. This is useful if you do not want to receive messages from some of the domains served by the clearing house.

In the previous example, the Contoso administrator has the option to block the Proseware domain. In that case even though both Contoso and Proseware have a link to the Litware, Inc. clearing house, their users will not be able to communicate with each other.

Up to 1,500 such domains can be defined on the Access Proxy.

Planning for Public IM Connectivity

If you purchase the necessary public IM connectivity licenses, you can allow your users to communicate with users of MSN, Yahoo!, or AOL public IM networks. As with federation and remote user access, you can enable public IM connectivity on a per-user basis and on a per-organizational unit basis. 

You use the Provider tab on the Access Proxy properties to enable connectivity to one or more public IM providers. Any user enabled for public IM connectivity can then communicate with users of any public IM provider that can connect to your network: You cannot limit a particular user to a particular public IM provider. For example, you can allow IM connectivity to MSN, Yahoo!, and AOL by using the Provider tab and then enable public IM connectivity for individual users on the Live Communications tab of the user’s properties. But having done so, you cannot specify that a user can communicate with users of MSN and Yahoo!, but not those of AOL. 
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Note

No trial or evaluation is available with public IM connectivity. However, customers have the option of purchasing a small number of public IM connectivity licenses allowing their company to try the service, and then increase the number of licensed users once they find the service meets their needs.

Enabling Federation with Public IM Service Providers

Enabling federation with the public IM service providers is a five-step process. These steps are explained in detail in the following sections:

8. Provision federation with the IM service providers.
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Your organization and the public IM service provider must exchange network connectivity information in order to activate federation. You perform this exchange by connecting to a Microsoft-hosted provisioning site and completing a form that initiates a provisioning request.
Note

Before completing the provisioning form and initiating the request to connect with the public IM service providers, you must have first purchased service licenses for Live Communications 2005 Public IM Connectivity and installed Live Communications Server 2005 SP1, pursuant to the terms and conditions of your Microsoft Volume Licensing agreement. Without first purchasing licenses, the provisioning process will not be completed.

9. Configure DNS on the Access Proxy
If you enable enhanced federation or you configure a public or private provider in the IM service providers table as described in Enabling Connections to Public IM Service Providers earlier in this guide, you must do the following:

· Publish a DNS-SRV record for _sipfederationtls._tcp.<domain>, where <domain> is the name of your organization’s domain, on the appropriate DNS server for the SIP domain hosted by your organization. This DNS server must be publicly accessible.

· To ensure that DNS-SRV queries are sent to the correct DNS server, provide the internal and external edges of the Access Proxy with the address of a DNS server that can resolve internal domains and can forward DNS queries for external domains to public DNS servers.

· Publish a DNS A record for the Access Proxy on an appropriate DNS server. A single record is sufficient for an array of Access Proxies.

For procedures on configuring DNS for public IM connectivity, see Configuring DNS on the Access Proxy.

10. Obtain public certificate.

Public IM connectivity requires Mutual TLS (transport layer security), using a certificate obtained from a public certification authority. For more information, contact an appropriate public certification authority. 

11. Enable connections to public IM service providers.

Each IM service provider with which you want to federate must be enabled and configured on the Access Proxy. For more information, see Enabling Public IM Service Providers.

12. Authorize users for public IM connectivity.

You can authorize all your internal users, certain groups of users, or particular individuals. Users who are not authorized for public IM connectivity may nevertheless be authorized for other types of federation and remote user access. For more information, see Authorizing Users for Public IM Connectivity.

Provisioning Federation with a Public IM Service Provider

The first step in enabling public IM connectivity is to initiate provisioning with one or more of the public IM service providers (MSN, Yahoo!, and AOL).
Microsoft provides a Web page (https://www.livemeeting.com/LCSVL/pspublicim.html) with a form for initiating provisioning requests. A prerequisite for using this form is purchase of separate service licenses for Public IM Connectivity. 
For more information, see the Upgrading to Live Communications Server with Server Pack 1 and Enabling Public IM Connectivity guide available on the Microsoft Web site on the Live Communications Server deployment resources page: http://office.microsoft.com/en-us/FX011526591033.aspx.

Planning Considerations

As described in the overview of this section, Live Communications Server supports different models of federation to meet the business needs of your enterprise. The following are some things to consider when planning for a federated model.

If your organization supports a large number of users consider using dedicated servers or arrays of Access Proxies for federation, remote access and public IM connectivity. In a small organization, a single Access Proxy can serve all of these functions. 

Choosing the Federation Models

As illustrated in the previous examples, Live Communications Server supports various federation models that can be used in flexible ways to address your exact business needs. You have the option to use one of these models or a combination of them.

The following table summarizes these models and how they are best used.

Table 13   Federation models and their optimal use

	Federation Type
	Description 
	Best Application Scenario

	Enhanced Federation (available with SP1)
	DNS SRV resolution is used to locate the Access Proxy of a federated partner. This option allows for dynamic discovery of federated partners and reduces administrative burden.

Unrestricted enhanced federation allows your users to connect to all external SIP domains for which an Access Proxy can be located.

Caution

Allowing enhanced federation with any domain means that any computer that presents a valid certificate can connect to your internal SIP domain and send unsolicited messages to any user in that domain. For this reason, allowing enhanced federation only with domains listed in the enhanced federation table is both the default and the recommended configuration
Restricted enhanced federation (the recommended configuration) allows your users to connect only to external SIP domains that you have explicitly entered into the enhanced federation table.


	As previously stated this is the recommended model for all organization to organization federation. This option can be used in combination with any of these options except an open clearinghouse where a default route is configured on the Access Proxy.

	Using the IM Provider tab
	You can add IM providers that provide connectivity to several domains using the IM provider tab on the Access Proxy. 
	This model is recommended if you choose to federated with a large IM provider. This method is preferred over the other clearing house models.

	Public IM Connectivity (available with SP1)
	Users in your organization can communicate with public IM users (requires a public IM connectivity license)
	This option can be used in combination with any of these options except an open clearinghouse where a default route is configured on the Access Proxy. DNS SRV records are used to identify which domains a provider owns, so no strict server name to domain name mapping is required.

	Direct federation
	A direct link is defined between your enterprise and your federating partner network. You can define up to 300 such direct federation links.
	Very specific business needs involving a small number of partners (for example, a supplier) or if your federated partner does not have SP1 installed.

	Clearing house


	An open clearing house is used to communicate with all domains hosted by that clearing house.

A restricted clearing house is used to communicate with a well-defined list of partners.
	An open clearing house is the best option if you want to offload any administrative burden to another party and route all external communications through this party.

A restricted clearinghouse is best suited for federation deployments involving a number of partners who are part of the same vertical industry, such as a supply chain.


To help you decide which federation model to choose, use the following guidelines to determine which enterprises you want to be able to federate with:

· For organization-to-organization federation, use enhanced federation in its restricted mode.

· If your enterprise is federated with a private IM provider use the IM provider tab to add each provider.

· If your business requirements allow you to clearly identify a limited and small number of enterprises, enhanced federation is still the preferred model. A clearing house model can also be used in this scenario.

· If you want to use federation to reach the largest possible number of users without manually maintaining a list of domains and their Access Proxies, then enhanced federation is probably your best choice. Restricted enhanced federation, which limits connections to domains that you explicitly list in the enhanced federation table, is the recommended configuration. Unrestricted enhanced federation enables you to connect dynamically to any SIP domain whose Access Proxy can be located, but it opens your internal network to the possible proliferation of unsolicited IM from any server that presents a valid certificate.

· If you want to route all traffic through one trusted source, a clearinghouse model is your best option. If you configure a default route to your clearinghouse, you cannot use enhanced federation or public IM connectivity with this model. However, you can add a clearinghouse using the IM Provider tab on Access Proxy properties to avoid these restrictions.

· If you want public IM connectivity, purchase a license for public IM connectivity and enable users for this capability. You can also specify the public IM providers to whom you want to connect. All three available providers, MSN, AOL, and Yahoo!, are included in the license. You cannot purchase a license for one or two of the providers.

For more information about choosing a federation model, see “Federation Models” in this guide.

Evaluating the Additional Servers Required to Handle Federation

As you enable federation and start communicating with a larger number of partners, you can expect the network traffic to grow. See the “Measured Capacity” section to help you evaluate how many Live Communications Servers you need to handle both the external and internal traffic. The performance section also allows you to evaluate the number of Access Proxies you will need for the federated deployment.

The same Access Proxies can be used for federation and the combined load has to be accounted for when planning the deployment. Also note that when the remote user and federation and public IM scenarios are enabled, different Access Proxies could be used to handle the traffic for each scenario. Deploying Access Proxies that are dedicated to enabling one specific scenario is recommended as it will increase the overall security of your deployment; it will also allow you to manage these scenarios completely and independently on the edge of your network.

Planning the Access Proxy Deployment

The federation scenario relies on the deployment of the Live Communications Server, Access Proxy in your perimeter network. The access proxy is the first Live Communications Server any messages coming from outside go through before coming into the corporate network. It is the place for you to control what gets into the network and provides security features to help protect your internal network (checking of the validity of messages, authentication of the remote access proxy, control of which Access Proxies and forwarding proxies a connection can be established to, blocking of domains, and so forth).

For more information about the security features of the access proxy, see “Security Considerations” earlier in this document.

The Live Communications Server, Access Proxy runs as local user and doesn’t require being a member of an Active Directory domain. See the Live Communications Server 2005 Deployment Series for more details about how to deploy the Live Communications Server, Access Proxy.

Access Proxy and Network Addresses

It is important to understand that the Access Proxy has two network addresses:

· A public (or external) network address that is used to connect remote users or to connect with other Access Proxies deployed by federating partners.

· A private (or internal) network address that is used for communication with the inside Live Communications Server deployment.

It is highly recommended that you use two separate network adapters on the Access Proxy to distinguish these two addresses. This helps to provide physical security delimitation between the inside and outside networks.

Planning the Deployment of a Director Inside the Corporate Network

All traffic coming through the access proxy from outside the corporate network is sent to one internal server. It is highly recommended to use one or more Directors as the first internal servers if you have deployed multiple Live Communications Server pools within your network.

The Director sends all traffic coming from the Access Proxy to the appropriate pool. Deploying a Director, therefore, helps ensure that a given pool doesn’t get overloaded with traffic that should be handled by other pools.

Note that the Director is particularly important if you also enable the remote user scenario, as it is the first point of authentication of these users within your network. See the Planning for Remote User Deployment section earlier in this guide.

Planning the Domain Name System

Access Proxies are located in the perimeter network. They link outside federated Access Proxies and remote users to the internal Live Communications Servers deployment. Access Proxies rely on the configuration of DNS SRV records to allow other entities to discover them. Access Proxies serve different purposes, depending on the point of reference:

· Outside. Federated Access Proxies and remote users need to be able to discover the Access Proxy. They need to send all traffic to the external edge of the Access Proxy. Additionally, a particular DNS SRV record is required for enhanced federation.

· Inside. Internal Live Communications Servers need to be able to reach the Access Proxy when they send traffic outside the network. These servers need to send all traffic to the internal edge of the access proxy.

To achieve the proper configuration choose one of the following:

· Different DNS names. If the corporate DNS infrastructure deployment has a single DNS namespace (DNS SRV resolution returns the same results independently of whether done inside or outside of the corporate network), you must use different DNS names for the internal and external interfaces (or edges) of the Access Proxy.

· Same DNS name. If the corporate DNS infrastructure deployment has a public and a private DNS namespace (also known as split DNS), the same DNS SRV query resolution returns different results when performed inside or outside of the corporate network). In this case, the same DNS name can be used for the internal edge and external edge of the Access Proxy.

To make your deployment discoverable to federated partners using enhanced federation--or if you are using public IM connectivity or any providers configured on the IM Provider tab--you must publish an additional DNS-SRV record for _sipfederationtls._tcp.<domain> on the appropriate DNS server for the SIP domain hosted by your organization. This DNS server must be publicly accessible.

When you configure DNS records for an Access Proxy or an array of Access Proxies, an A (host) resource record is required for both edges.

On the external edge 

· _sipfederationtls._tcp.<domain> This SRV resource record is used when enhanced federation is desired. 

· _sip._tls.<domain> This SRV resource record is used when outside user access is desired. 

The internal edge of an AP has no SRV resource records. 

To ensure that DNS-SRV queries are sent to the correct DNS server, point the internal and external edges of the Access Proxy at a DNS server that can resolve internal domains and forward DNS queries for external domains to public DNS servers.

· Publish a DNS A record for the Access Proxy on an appropriate DNS server. A single record is sufficient for an array of Access Proxies.

Planning for Certificates

This section focuses on the certificate requirements when enabling the remote user scenario, if you are also using any of the federation features.

Users connecting from outside the corporate network will use TLS to connect to the Access Proxy. To enable the connection, the Access Proxy needs to be configured with the appropriate certificate. This should be planned in combination with the certificate planning for federation if you also enable this feature.
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Note

The client must trust the certification authority that issues the certificate used on the external (public) edge of the Access Proxy when connecting from the outside.

There are two main options you have for certificates used on the Access Proxy for remote user access:

· Use a public certification authority (CA) certificate. For Enhanced Federation, a public certificate is recommended. For public IM connectivity, a public certificate is required. 

· Use an enterprise CA certificate—in this instance the client needs to be configured to trust the root of the enterprise certification authority.

If the internal and external edges of the edge proxy have different DNS names, one certificate has to be assigned to each edge as the certificate name has to match the DNS name of the server.
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Note

If you plan to use the same access proxy to enable federation, see the “Planning for Federation” section to plan for the certificate you will use on the access proxy.

Internal and External Edges with Different DNS Names

The following is an example of an instance where the internal and external edges of the Access Proxy have different DNS names.

Certificate on the external edge

The following table shows the certificate type most appropriate depending on the scenario that is enabled.

Table 14   Certificate Required Access Proxy edges with different DNS names

	Federation with a limited number of partners
	Federation with a large number of partners and enhanced federation
	Federation with a 
clearing house
	Public IM Connectivity

	Enterprise CA certificate. To use a certificate from your enterprise CA, your federating partners must either:

· Trust your enterprise CA.

· Cross sign the certificate that you use.
	Public certificate.

For enhanced federation, the partner domain must match the name on its trusted certificate. No variations, such as child domains, are accepted. 
	The clearing house should issue you a certificate and you should trust their CA.

If you are using a clearing house and still want to have direct partners, you will probably want a public certificate.
	Public certificate


Certificate on the internal edge

The certificate on the internal edge of the Access Proxy is used for establishing a Mutual TLS connection with a Live Communications Server inside your corporate deployment. You can either use an enterprise CA certificate or a public certificate.

Internal and External Edges with the Same DNS Name

In this instance, only one certificate is needed and you can use the guidelines for a certificate on the external edge in the previous section.

Configuring Settings Related to the Internal Network on the Access Proxy

The settings presented in this section need to be configured so that the Access Proxy has the required information about the internal Live Communications Server deployment. This allows the Access Proxy to reject any messages that are not destined to the internal deployment and know where to route valid messages to.

List of Internal Domains

You have to configure the list of internal Live Communications Server domains. This is the same list as the list of internal domains configured in the Internal Domains table in the Global Settings property sheet inside the corporate deployment.

The Access Proxy will not accept messages on the outside edge that are destined to any domain that is not in this list.

List of Internal Servers

The Access Proxy has to be configured with the list of internal Live Communications Servers. Any message received from an internal server the Access Proxy doesn’t know about will be rejected.

If internal servers are configured to use a Director as their default federation route, or the Access Proxy being configured is for Internet access only, then there is no need to configure this list.

Next Hop Internal Server and Port

The Access Proxy always forwards all messages coming from the outside to the same internal server. This server should be a Live Communications Server, Director. Also, the next hop port used on the next hop server needs to be configured.

In a scenario where a single pool is deployed and the remote user scenario is not enabled, deploying a Director is not essential.

Configuration of the Access Proxy as the Outbound Server on the Corporate Network

Similar to the previous setting, internal servers need to know which server (Access Proxy) they need to send messages to that are destined outside the network.

The outbound Access Proxy can be globally configured for all the internal Live Communications Servers. You also have the option to overwrite that configuration for individual internal servers, if needed.

Enabling Direct Peering Links

This section assumes that you have defined one or more direct partners whom you want to directly peer with. If this is not the case, go to the next section.

Each direct peering link needs to be configured on the Access Proxy in your perimeter network. To configure the direct peering link, the following is needed.

· The DNS name of the remote domain Access Proxy external edge. This information has to be exchanged between the two network administrators who are establishing the peering link.

· The name of the domain owned by the direct partner.

· A certificate issued by a certification authority that the remote access proxy trusts (see “Planning for Certificates” section earlier in this guide). If the certificates are cross signed, the administrators need to complete that task first to configure the peering link.

Enabling a Restricted Clearing House

The process for configuring a restricted clearing house is the exact same as for the direct peering link, except that in the restricted clearing house case the list of domains that the restricted clearing house uses needs to be defined. A direct peering list has to be configured as in the previous section; in addition, the list of domains served by that direct peering list needs to be defined.

Enabling Communication to a Clearing House, Configuring a Default Route

Depending on your business needs, your enterprise can choose to control more or less tightly the list of enterprises with whom you federate. In the case your enterprise wants to federate with a maximum number of other enterprises with minimal configuration, using the default route to a clearing house of your choice is a good option. Any traffic destined to a domain that is not explicitly configured as a peering link or as a member of a configured restricted clearing house is then routed over this default route. This also means that the Access Proxy in your perimeter network will accept all traffic coming from that default route unless the domain that traffic originates from is configured on the Access Proxy’s block list, as explained in the subsequent section.

Configuring the Block List

The Access Proxy provides the ability to configure a list of domains from which messages will be rejected or blocked. The Access Proxy will also not route any messages to any domain configured in that list.

The configuration of the block list takes precedence over any other configuration. If a domain is listed on the block list, no messages will be routed to or from that domain, even if direct federation or enhanced federation is configured for that domain. Even if a domain is specified in a direct partner list, it will be blocked. 

Filtering Incoming Communications from Federated Partners and Public IM Service Providers

With Live Communications Server 2005 SP1, you can filter incoming communications from federated partners and public IM service providers for the purpose of controlling spim (unsolicited commercial IM). This capability is especially useful in blocking unsolicited messages from users of public IM services, but it also provides an additional layer of control over communications from other federated partners and clearing houses.

Public IM service providers can mark their users as “verified” or “unverified.” A verified user is one for whom the provider has information of some kind, such as a credit card number or e-mail address, confirming that person’s identity as a user of record. An unverified user is one for whom no such information exists.

Message filter controls determine how the Access Proxy will mark incoming messages, depending on whether they are verified by the sender. The three options are as follows:

· Allow communications only from users on recipient’s contact list.

This setting means that you do not trust verification levels asserted by the IM service provider. If you choose this option, the Access Proxy marks all incoming presence subscription requests as unverified. If the sender is already on the recipient’s allow list, the internal server will respond to that request; otherwise, the request is rejected. Similarly, requests for an IM session that are marked as unverified are rejected by the client.

· Allow communications only from users verified by this provider.

This setting is the default. It means you trust the IM service provider’s verification level and you handle incoming messages accordingly. Requests marked as unverified are handled as described for the previous option. Requests marked as verified are handled as described for the following option. 

· Allow all communications from this provider.

This setting means that you accept all messages, whether they are verified or not. If you choose this option, the Access Proxy marks all messages as verified. The recipient’s home pool or server notifies the client, and all messages are handled according to settings on the client. In the case of presence subscription requests, the following settings determine how the message is handled:

· Allow: The sender’s request is accepted and the sender will be able to see the recipient’s presence information. 

· Block: The request is rejected. 

· Prompt: The recipient is asked whether to allow the sender to see presence information.

In the case of IM invitations, the response depends on the client software:

· If the client is Microsoft Office Communicator, the request is accepted unless external senders are explicitly blocked by a rule in the user’s allow or block list. In addition, IM invitations can be blocked if a user has elected to block all IM from users who are not on his or her allow list.

· If the client is Windows Messenger 5.1, the request is blocked unless the sender is explicitly allowed. 

For step-by-step instructions on enabling filtering, see Upgrading to Live Communications Server with Server Pack 1 and Enabling Public IM Connectivity, available on the Microsoft Web site on the Live Communications Server deployment resources page: http://office.microsoft.com/en-us/FX011526591033.aspx.

Configuring Firewalls

Minimal configuration changes need to be made on the firewalls in your perimeter network to allow the SIP traffic to go to and come from your remote users. If you enable both federation and the remote user access scenario, evaluate whether you want to use different ports for these two scenarios on the Access Proxy. Port 5061 must be used for all federation traffic. If you are using enhanced federation ensure that the port is configured to allow traffic. The ports opened on the firewall should match the ports on the listening addresses of the Access Proxy. You might consider using a different port for remote client access. The advantage of doing this is that it gives you the option to control the two scenarios with two different firewall rules and have the option to disable one scenario without affecting the other at the firewall level. Note that the Access Proxy gives you control over which type of traffic is accepted (remote user access, federation, or both).

If only the remote user scenario is enabled, only the external firewall should allow communication into the Access Proxy and the internal firewall only needs to allow the Access Proxy to use 5061 to the internal Director (or network). If both the federation and remote user scenarios are enabled, the internal firewall will need to make sure the access proxy is reachable from the internal network and the external firewall will need to make sure the access proxy can use 5061 to access the external network (Internet).

For more details about firewall configuration, refer to the Live Communications Server 2005 Deployment Series.

Enabling Users for Federation

Once the deployment is ready for federation, the last step is to enable users for federation. This can be performed using the Live Communications Servers or Active Directory Users and Computers. You can control who is and who is not enabled for federation on an individual basis. By default, users are not enabled for federation.

Enabling Users for Public IM Connectivity

After purchasing your license for public IM connectivity, you can enable this capability on a per-user or organizational unit basis and change both individual and group authorizations as needed. Once a user or group is enabled for public IM connectivity, the user or users in the organizational unit will be able to communicate and share presence with all the public IM services providers enabled for the organization.

Planning for a Clearing House

If you are planning on providing a clearing house service based on Live Communications Server, the Access Proxy needs to be deployed in your perimeter network. The routing logic and potentially additional business logic needs to be implemented on Live Communications Server Proxies in your data center. Note that even in clearing house scenarios, messages do not get relayed from the Access Proxy directly. All messages coming in on the outside edge need to be routed to an internal next hop by the internal edge and vice versa. All messages received on the inside edge will be routed to an external next hop server by the outside edge.

The planning phases for the clearing house are as follows:

· Define the service you are providing to your customers. Is it a restricted clearing house or an open clearing house? Will you provide value-added services?

· Plan the deployment of Live Communications Server proxies in your data center. These are the proxies that will host the applications or scripts that define the value-added services, routing logic implemented by the clearing house or both.

· Plan the deployment of the Access Proxies. Multiple Access Proxies can be deployed behind a hardware Load Balancer to form an Access Proxy array. A given array of Access Proxies can handle up to 300 direct peering links. If your clearing house requires more then 300 direct peering links, you need to deploy multiple Access Proxy arrays.

· Configure DNS.

· Plan certificates.

· Enable direct peering links with the domains you provide a clearing house service to.

· Configure firewalls.

Planning for a Branch Office (Remote Site) Proxy Deployment

In certain situations, such as branch office scenarios, it may be beneficial to deploy a Live Communications Server, Proxy in branch office sites. A branch office Proxy enables users to connect through it to an Access Proxy to reach Live Communications Servers in a central data center or main site. Local users in the main site continue to connect through the corporate network or through Internet access (if remote user access is enabled).

The deployment of a branch office proxy is recommended in the following situations:

· A significant number of users are located in a branch office that is connected to the main site or data center by a slow network connection. The connections from the branch office Proxy to the Live Communications Server 2005, Access Proxy, are compressed and will allow you to reduce the bandwidth usage.

· You want to archive all the content of the instant messages sent from and to users who are in the branch office.

[image: image63.wmf]
Note

A branch office Proxy is useful to connect users in a remote or branch office site, but the Proxy does not provide the same level of security as Access Proxy, which offers domain and peer validation. The branch office Proxy should only be used for the deployment scenarios outlined in this guide.

Planning for a branch office proxy involves the following steps.

1. Planning the installation of the branch office Proxy. The branch office Proxy must be able to connect to the Access Proxy in your corporate edge network.

2. Planning DNS. Branch office users must connect to the branch office Proxy when they log on to the Live Communications Server deployment. A DNS SRV record needs to be added for the branch office Proxy, allowing these users to connect to the branch office Proxy.

3. Planning the configuration of a branch office Proxy. You must configure the branch office proxy to route all messages destined to the Access Proxy deployed in the corporate edge network. Also, you must configure certificates on the branch office Proxy to enable Mutual TLS between the Access Proxy and the branch office Proxy. Finally, you must configure the Access Proxy on the branch office Proxy in the special hosts list.

4. Planning the configuration of the Access Proxy. You must configure the branch office Proxy to route all messages destined to the Access Proxy deployed in the corporate edge network. Also, you must configure certificates on the branch office Proxy to enable Mutual TLS between the Access Proxy and the branch office Proxy. Finally, you must configure the Access Proxy on the branch office Proxy in the special hosts list.

Appendix A Overview of Supported Live Communications Server 2005 Topologies

The following two figures provide graphic representations of the Active Directory and network topologies supported in Live Communications Server 2005.

Figure 28   Active Directory topologies supported by Live Communications Server 2005 
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Figure 29   Network topologies supported for Live Communications Server 2005 
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