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Abstract

This white paper describes how the Microsoft® Windows Server™ 2003 Scalable Networking Pack can help organizations cost-effectively scale their network-based applications and services by delivering support for the next generation of network acceleration and hardware-based offload technologies. The Scalable Networking Pack includes support for TCP Chimney Offload, Receive-side Scaling, and NetDMA to optimize server performance and network throughput to provide operational gains across a number of applications including storage, backup, Web hosting, and TCP-based media-streaming workloads.
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Windows Server System is comprehensive, integrated,
and interoperable server infrastructure that simplifies the
development, deployment, and management of flexible
business solutions.
www.microsoft.com/windowsserversystem
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Introduction

The Microsoft® Windows Server™ 2003 Scalable Networking Pack delivers support for the next generation of network acceleration and hardware-based offload technologies to provide scalability and performance enhancements to existing and future Windows Server 2003 investments. The Scalable Networking Pack enables IT professionals to cost-effectively scale their network-based applications and services to meet the growing demands of today’s highly interconnected world. 

The architectural innovations provided in the Scalable Networking Pack (TCP Chimney Offload, Receive-side Scaling and NetDMA) optimize server performance and network throughput to provide operational gains across a number of applications including storage, backup, Web hosting, and TCP-based media-streaming workloads. When combined with compatible network adapter hardware, the Scalable Networking Pack helps remove existing operating system bottlenecks, such as CPU overhead and memory bandwidth related to network packet processing. 
By enabling existing Windows Server 2003 installations to benefit from the hardware offload capabilities found in the latest network adapters, the Scalable Networking Pack reduces the need to purchase additional servers or replace existing hardware investments. Simply put, it costs less to purchase new network interface cards than to replace servers or add processors.  Through the combination of the Scalable Networking Pack and a compatible network adapter, IT Professionals can easily benefit from the performance and scalability gains made possible by today’s faster networks, and more effectively utilize their multiprocessor server investments. These network acceleration and hardware offload features will also be available on the next generation of server hardware shipped by OEMs, so as organizations conduct their server hardware refreshes, these features will be readily available to take advantage of.

The networking innovations included in the Scalable Networking Pack do not require changes to existing applications or network management tools, nor does it require administrator intervention. The seamless integration of the Scalable Networking Pack with the existing Windows networking stack means that organizations retain the security, reliability and application compatibility benefits already experienced with Windows Server 2003.
Overview
Organizations have seen rapid growth of traffic on internal and external networks.  The traffic growth is spurred, at least in part, by network-based business applications, network-based storage and backup solutions, and ever increasing use of rich-media, including video conferencing, audio and/or video presentations, and a spectrum of other high-value solutions. 

Deployment of Fast Ethernet, Gigabit Ethernet, and multi-Gigabit Ethernet, expands available bandwidth to accommodate the growth in network traffic, but the faster the network, the greater the load on the servers that must interact with the network interface card. This provides a growing challenge to support faster networking. 

Microsoft Windows Server 2003 Scalable Networking Pack helps resolve the challenge of supporting the growth of network traffic without overloading CPU resources.  The Scalable Networking Pack accomplishes this by providing support for networking technologies focused on eliminating operating system bottlenecks associated with network packet processing. The enhancements included in this easy to install package are:

· TCP Chimney Offload. TCP Chimney Offload provides automated, stateful offload of Transmission Control Protocol (TCP) traffic processing to a specialized network adapter implementing a TCP Offload Engine (TOE). For long lived connections with large-sized packet payloads, like those associated with file server, backup and storage workloads and other content-heavy applications, TCP Chimney Offload greatly reduces CPU overhead by delegating network packet processing tasks, including packet segmentation and reassembly to the network adapter. This can free up CPU cycles for other application tasks, such as supporting more users sessions or processing application requests with lower latency. 

· Receive-side Scaling. Receive-side Scaling enables the processing of inbound (received) networking traffic to be shared across multiple CPUs by leveraging new network interface hardware enhancements. Receive-side Scaling can dynamically balance the inbound network traffic load as either system load, or network conditions vary. Any application that has significant inbound networking traffic and runs on a multiprocessor host, such as a Web or a file server, can benefit from Receive-side Scaling. 

· NetDMA. NetDMA enables memory management efficiencies through direct memory access (DMA) offload on servers equipped with supportive technology, such as Intel’s I/O Acceleration Technology (I/OAT).

The Microsoft Windows Server 2003 Scalable Networking Pack helps IT Professionals balance the needs of their customers with the capabilities of their existing infrastructure investments. The Scalable Networking Pack enables these IT Professionals to more confidently meet internal customer demands without having to re-architect network topology, change server configurations, or make time-consuming changes to existing applications and services. 

The Scalable Networking Pack gives IT Professionals flexibility in selecting the technologies that best fit their needs—and from the hardware vendors that they are already familiar with. As part of Microsoft’s Scalable Networking initiative, the Scalable Networking Pack lays the architectural foundation for future network scalability and performance innovations on Windows Server 2003, Windows Vista, and Windows Server “Longhorn”.
The Challenge of Supporting Faster Networking
As multi-Gigabit Ethernet has been introduced to enhance network bandwidth, enterprise servers have been hit with corresponding increases to the CPU resources required to handle network traffic. This can result in inhibiting scaling and effectively reducing the performance gains that are theoretically possible with increased link speeds.

This section provides a closer look at the ways in which CPU loads increase when supporting high-speed networking, and why the technology provided in the Windows Server 2003 Scalable Networking Pack is needed.

Increasing Processor Loads

At high speeds, network packet processing can consume a significant amount of CPU cycles as well as memory bandwidth. This can create a bottleneck for applications that have high levels of network traffic and are either limited by the amount of CPU cycles available to them, or by the amount of readily available memory. Some workloads that can be impacted by this behavior include file-oriented storage, block-oriented storage, backups, and tightly coupled distributed applications, such as high performance computing (HPC).

This overhead becomes more apparent as faster networks are deployed, such as multiple Gigabit Ethernet links or 10 Gigabit Ethernet.  Intel notes that a 1 gigabit per second of network bandwidth generally requires 1 gigahertz (GHz) of processor capacity
. Even when using a processor with a clock speed of 3.6 GHz, the loads from processing multi-Gigabit network traffic can dominate CPU cycles, thus limiting available resources for other applications. Adding more CPUs to a server many not resolve the problem unless network traffic processing can be efficiently shared across the CPUs.

This can make it more challenging for IT Professionals to benefit from the system consolidation made possible by these higher network speeds. 

Excessive Context Switching

In a conventional host-based network stack implementation, the host CPU is required to process each individual network packet, resulting in the CPU context switching between application and network traffic processing. This overhead could be reduced if the host CPU was only involved when an application buffer was being completed to the application—either due to a receive completion or a send completion.
Lack of Effective Scaling 

In multi-processor systems (with two or more CPUs), limitations in network stack implementation can result in inefficient processing of inbound network traffic. Processing of received network packets may occur on a single CPU, reducing the ability to load-balance connections across multiple processors. This inefficient processing of inbound network traffic has the potential to reduce the realized value in multi-processor server investments. Workloads that can be impacted by this include Web and file services.

Memory Overhead and Latency

In a conventional network stack implementation, received data often needs to be copied in memory between network buffers and application buffers. This copy operation is performed by the CPU, using up costly cycles. The overhead of moving data within memory is worsened by the fact that the memory speeds have not caught up with increases in CPU speeds. This means that large numbers of CPU cycles may be spent waiting for memory accesses to complete.
Meeting the Challenge with the Windows Server 2003 Scalable Networking Pack
The Microsoft Windows Server 2003 Scalable Networking Pack, which introduces TCP Chimney Offload, Receive-side Scaling and NetDMA, helps organizations cost-effectively scale network-based applications to meet growing demands by:

· Reducing the overhead related to network packet processing

· Supporting more users and processing requests faster

· Dynamically sharing inbound packet processing

· Preserving existing Windows Server 2003 security, reliability, and application compatibility

Reducing the Overhead Related to Network Packet Processing

The Scalable Networking Pack adds support to Windows Server 2003 Service Pack 1 and greater, for TCP Chimney Offload, Receive-side Scaling and NetDMA, to reduce the processing overhead and potentially inefficient utilization of platform resources when processing network packets. When used in concert with specialized network adapters or new servers with these hardware enhancements included on the motherboard, the Scalable Networking Pack can improve the performance and scalability of such data-heavy workloads as file storage, backups, Web servers, and TCP-based media streaming. Depending on the workload, reduction of network packet processing overhead can range from 20 percent to up to 100 percent, resulting in significant overall server performance gains.

Supporting More Users and Processing Requests Faster

By offloading CPU-intensive processing of network traffic, the Scalable Networking Pack frees up CPU cycles and memory bandwidth for other application-related tasks. This can result in faster response to networked application requests and queries, and/or increase the number of user sessions that can be supported by each server.

Dynamically Sharing Inbound Network Processing Across Multiple CPUs

With its support for Receive-side Scaling, the Scalable Networking Pack reduces processing bottlenecks on multiple CPU servers by removing architectural limits on inbound network traffic processing. Receive-side Scaling enables the network load from a network adapter to be shared across multiple CPUs, providing greater parallel processing with up to 40 percent increase in throughput without changes to existing applications. Receive-side Scaling also helps take advantage of multi-core processors. Workloads such as Web and file servers are examples of applications that can benefit from this feature.

Preserving Existing Windows Server 2003 Security, Reliability, and Application Compatibility

The architectural innovations introduced in the Scalable Networking Pack enable support for the latest network acceleration and hardware-based offload technologies, such as TCP Offload Engines and Intel I/OAT, while maintaining compatibility with applications and standard network management practices. The Scalable Networking Pack also helps ensure compatibility through:

· Support of Winsock and TDI API 

· Support of IP Helper API 

· Support for administrative tools (e.g. netstat.exe)

Through its seamless integration, with the existing Windows Server networking stack, IT Professionals retain the Windows Server 2003 security and reliability benefits with which they are already familiar.
TCP Chimney Offload
TCP is one of the core enabling protocols of the Internet, managing the two-way communications between a sending point and a receiving point, creating a pipe-like connection and ensuring orderly delivery of all data packets. Managing application data traffic on TCP connections involves a significant amount of processing, loading, and unloading of packet data to memory. This means that efficiencies can be gained by offloading management of application data traffic to dedicated hardware to free the CPU for other tasks.

How TCP Chimney Offload Reduces CPU Loads

TCP Chimney Offload, supported in Windows Server 2003 Scalable Networking Pack, provides automated, stateful offload of TCP traffic processing to a specialized network adapter implementing a TCP Offload Engine (TOE). The stateful capabilities—meaning that the network adapter retains in memory the significant attributes of a connection, such as IP address, ports being used, and packet sequence numbers—significantly reduces the need for CPU cycles in managing offloaded traffic.

Optimizing Use of TCP Chimney Offload

CPU overhead is especially reduced when TCP Chimney Offload is used for long-lived connections with large-sized packet payloads, such as those associated with file server, backup and storage workloads and TCP-based multimedia streaming. Moving network packet processing tasks, including packet segmentation and reassembly, to the TOE-enabled network adapter frees up CPU cycles for other application tasks, such as supporting more user sessions or processing application requests with lower latency. 

Design Features

The seamless manner in which TCP Chimney Offload integrates with the Windows Server 2003 network protocol stack allows this technology to be deployed transparently, preserving an organization's investment in applications, manageability and security. Seamless integration is designed into the TCP Chimney Offload feature of the Scalable Networking Pack to make the Windows Server experience for IT managers the same regardless of whether the network layer has been offloaded or not. This includes configuration, management, and network statistics.

Application developers also benefit from the seamless integration of TCP Chimney Offload, which was designed to help ensure that existing applications wouldn't need to be rewritten to benefit from offloading. 

To support independent hardware vendors (IHVs), TCP Chimney Offload provides a high-level device interface, through the Network Driver Interface Specification (NDIS) miniport driver, to support a variety of IHV implementation approaches to stateful protocol offload. TCP Chimney Offload also provides compatibility with a variety of intermediate driver solutions, such as “teaming” several network adapters to create a single virtual network adapter (for better fault tolerance or load balancing), and support of multiple Virtual LANs (VLAN). 

To help ensure that TCP Chimney Offload will not reduce the capabilities of existing and future Microsoft Windows® network stacks, it is designed so that if a connection needs capabilities not provided by the offload target (e.g. IPsec packet processing), the connection will not be offloaded.

TCP Chimney Offload allows administrative configuration of TCP port numbers (source and destination) for which connections are not desired to be offloaded. Note that TCP Chimney Offload provides the greatest value when handling large data transfers. If an application’s workload is predominantly made up of small data transfers, as with some client/server database transactions, the application may see little benefit from using TCP Chimney Offload, because there is comparatively little work in transferring the data, and most of the CPU’s time is spent alerting the application that the buffer data transfer has been completed.

The diagram below shows a schematic of the modules involved and the processing path for a TCP Chimney Offload process.
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FIGURE 1. TCP Chimney Offload design
Basic elements of TCP Chimney Offload architecture include:

· Chimney. Data only enters or exits from the top and bottom of the Chimney.

· Application layer. Existing binaries run over either the software stack or hardware. 

· Switch layer. The logical switch controls whether data transfer is through the host stack or the offload target stack.

· Top protocol of chimney. The top layer of the protocol stack which is offloaded.

· Intermediate protocol layers. One or more protocols under the top protocol. Chimneys are “stackable.”

· State update interface. Stateful, cross-request offload. 

· NDIS miniport. An NDIS Miniport driver with TCP Chimney Offload capabilities provides the interface to the TOE-enabled network interface card.

Additional Benefits of TCP Chimney Offload

TCP Chimney Offload provides a number of benefits, including:

· Reduced CPU utilization. Interrupt overhead is substantially reduced. The host is usually interrupted at most once every time an application I/O call completes, rather than on each network packet. This includes hand-off of segmentation and reassembly of the application buffers into network packets to the offload target, and hand-off of TCP acknowledgment packet processing to the offload target.

· Offload flexibility. TCP Chimney Offload can occur on any existing TCP connection that is in the established state or half-closed state, even if data is currently in-flight.

· Support of Direct Memory Access. TCP Chimney Offload allows TOE network adapters to use DMA to move the incoming data directly into the application buffer. 

· Multiple TCP offloads. Multiple TCP connections can be offloaded at one time. This enables the TCP Chimney Offload to be more efficient for connections that are not long-lived. The technology also supports multiconnection uploads.

· Host stack processing. The offload target does not need to implement any network management protocols such as, ARP, DHCP, DHCPv6, Neighbor Discovery (IPv6), ICMP, RIP, SNMP, OSPF, and so on. The host stack processes the packets and updates TCP Chimney Offload state if needed.

· Preservation of security investments. Existing investments in security are preserved because TCP connection setup, filtering, firewalling, and so on, is still done by the host stack.

· Clean integration. TCP Chimney Offload is cleanly integrated with all aspects of the operating system, so the existing management infrastructure will work seamlessly with an installed TCP Chimney Offload target. Some of the key characteristics associated with clean integration into the operating system are that existing mechanisms that monitor network stack health are preserved, and that existing network failover mechanisms, including failover through route updates, router failover, and 802.3ad, are preserved. For example, if an interface loses connectivity, TCP Chimney Offload can move the offloaded state back to the host and to a different, functional interface.

· Functionality protected. TCP Chimney Offload will not decrease the functionality of the system. The worst case scenario is that the connection will simply not be offloaded.

· Administrator control. The administrator has control of which connections can and can not be offloaded, using port-based exclusion.

· Ability to use intermediate drivers. TCP Chimney Offload can have intermediate drivers inserted if the intermediate driver supports TCP Chimney Offload and wishes to enable TCP Chimney Offload. If the intermediate driver does not support TCP Chimney Offload or does not wish to enable TCP Chimney Offload, then the connection will not be offloaded.
Receive-side Scaling
Receive-side Scaling eliminates architectural barriers that otherwise limit networking servers to using just a single CPU. Prior to the Receive-side Scaling feature of the Windows Server 2003 Scalable Networking Pack, an organization deploying a multiprocessor (or multi-core) network server could only utilize a single CPU for the processing of inbound network packets, unless administrators had assigned specific CPUs to specific network adapters. 

Prior to Scalable Networking Pack, Windows Server 2003 and earlier operating systems were effectively limited to supporting a single CPU for managing the receive-side networking protocol stack because of the architecture of NDIS 5.1 miniport drivers. 

NDIS 5.1 allows a single deferred procedure call (DPC) to execute at any given time for each network adapter. One or more network packets received from the network on a particular network adapter trigger an interrupt to the host processor and eventually causes a DPC to execute on one of the system processors, typically on the processor that was interrupted. The network stack processes all the received packets in the context of this DPC. 

Many scenarios, such as large file transmissions, require the network stack to perform significant work in the context of receive DPC processing (for example, sending new data out). In these scenarios, a lack of parallelism in NDIS 5.1 packets receive processing results in an overall lack of scaling. In addition, current Intel Pentium 4 and Itanium-based systems route all interrupts from a single device to one specific processor, which results in a similar lack of parallelism. Consequently, scaling issues increase because one CPU handles all device interrupts.

How Receive-side Scaling Reduces CPU Loads

Receive-side Scaling resolves the single-CPU bottleneck by allowing the network load from a network adapter to be shared across multiple CPUs. Through the use of Receive-side Scaling, NDIS 5.2 enables multiple DPCs on different CPUs for each network adapter, while preserving in-order delivery of messages on a per-stream basis. Receive-side Scaling also supports dynamic sharing inbound network processing across multiple CPUs, and a secure hashing mechanism.

Optimizing Use of Receive-side Scaling

The Scalable Networking Pack monitors network adapters for Receive-side Scaling capabilities. If a network adapter supports Receive-side Scaling, the Scalable Networking Pack uses this capability across all TCP connections, including connections that are offloaded through TCP Chimney Offload.

Design Features

To gain the full performance benefits of parallel processing of received packets, it is essential to preserve in-order delivery. If packets for a group of connections are processed on different CPUs, older packets could actually be processed first. Because TCP acknowledgement generation and processing are highly optimized for in-order processing, performance would be degraded without Receive-side Scaling support for in-order delivery of TCP segments.

Receive-side Scaling enables in-order packet delivery by ensuring that only one processor processes packets for a single TCP connection. This Receive-side Scaling feature requires that the network adapter examine each packet header and then use a hashing function to compute a signature for the packet. The hash result is then used as an index into an indirection table. Because the indirection table contains the specific CPU that is to run the associated DPC, and the host protocol stack can change the contents of the indirection table at any time, the host protocol stack can dynamically balance the processing load on each CPU. 

Additional Benefits of Receive-side Scaling

In addition to enabling received packets from a single network adapter to be processed concurrently on multiple CPUs, while preserving in-order TCP delivery, Receive-side Scaling provides a number of other benefits, including:

· Dynamically Sharing Inbound Network Processing Across Multiple CPUs. As host system load varies, Receive-side Scaling enables the processing of inbound networking traffic to be shared across multiple CPUs by taking advantage of new network adapter hardware enhancements.

· Cache locality. Since packets from a single connection are always mapped to a specific processor, state for a particular connection never has to move from one processor’s cache to another cache, thereby eliminating cache-thrashing and improving system performance. 

· Send-side scaling. TCP is often limited by how much it can send to the remote peer for several reasons, including the TCP congestion window, the size of the advertised receive window, or TCP slow-start. When the application attempts to send a buffer larger than the window size, TCP sends part of the data, and waits for an acknowledgment before sending the remaining data. When the TCP acknowledgement arrives, additional data is sent in the context of the DPC in which the acknowledgement is indicated—thus, scaling receive-processing can also scale transmit processing.

· Secure hash. The default generated Receive-side Scaling signature is cryptographically secure, making it much more difficult for malicious remote hosts to force the system into processing all network packets on one CPU. Note that even when a connection is offloaded, it is recommended that the network adapter implementation indicate connections based on the Receive-side Scaling hash. This means a network adapter that is aware of both Receive-side Scaling and TCP Chimney Offload can use the hash to appropriately indicate a connection on the processor on which it resides.
NetDMA
NetDMA, part of the Windows Server 2003 Scalable Networking Pack, is a technology for direct memory access offload. NetDMA reduces CPU loads required for handling inbound network traffic by supporting architectures such as Intel I/O Acceleration Technology. For servers equipped with this technology, NetDMA provides memory management efficiencies and network packet processing enhancements by minimizing CPU involvement in performing memory-to-memory data transfers.

How NetDMA Reduces CPU Loads

With a conventional host network stack, the CPU is extensively involved in moving network data from network adapter receive buffers into application buffers. NetDMA largely frees the CPU from handling memory transfers by supporting use of a DMA engine.  The DMA engine frees the CPU from the mundane task of copying data so that the CPU can be better used by other applications. 

The Windows Server 2003 Scalable Networking Pack includes the NetDMA interface, which is designed to effectively and efficiently manage interactions with the DMA engine and manage DMA transfers at run-time. 

The NetDMA interface facilitates design freedom in the implementation of DMA engines. NetDMA client applications use the same software interface regardless of the underlying DMA hardware. The NetDMA interface leaves the programming of hardware to the DMA provider drivers. 

Optimizing Use of NetDMA

The Scalable Networking Pack invokes NetDMA when it detects supporting hardware, such as Intel I/OAT. If the Scalable Networking Pack detects that the hardware can support both NetDMA and TCP Chimney Offload, NetDMA is enabled and TCP Chimney Offload is disabled. 

Design Features

NetDMA includes a logical representation of the software and hardware that are associated with a single DMA engine. A DMA provider abstracts the actual hardware implementation of the DMA engine and provides the logical connection for a DMA engine’s services to a client application. A single DMA provider driver can manage multiple DMA providers.
Vendor Support and the Future Roadmap
The architectural innovations provided by the Scalable Networking Pack help eliminate operating system networking bottlenecks and provides new APIs for hardware developers to use in creating new products. IT Professionals benefit from the greatest flexibility in selecting the technologies that best fit their needs from a spectrum of hardware vendors. Server hardware manufacturers and independent hardware vendors creating network interface cards offer a wide range of platform and add-on network adapters that provide the hardware that enables organizations to take advantage of the Scalable Networking Pack.

Looking toward the future, Microsoft has a roadmap that includes plans to continuously innovate the underlying technology and feature set of the Scalable Networking Pack. 

Windows Vista 

Scalable Networking enhancements planned for the release of Microsoft Windows Vista™, include:

· IPv6 support 

· NDIS 6.0 APIs that allow multi-packet processing on all data paths.

Windows Server "Longhorn" 

Scalable Networking enhancements planned for the release of Windows Server “Longhorn” include:

· Support for TCP Chimney Offload, Receive-side Scaling, and NetDMA 

· Improved administrative control over offload policy 

· Support for offloading connections in the presence of firewalls and/or IPsec policy 

Scalable Networking enhancements planned for a future Windows Server 2003 Service Pack and for a future Windows Server "Longhorn" Service Pack include support of offloading for TCP connections that are IPsec-protected.
Summary

The Microsoft Windows Server 2003 Scalable Networking Pack is an important resource for organizations seeking to reduce CPU loads currently required for handling network traffic. The Scalable Networking Pack supports three technologies that can greatly streamline the handling of network loads:

TCP Chimney Offload

Receive-side Scaling

NetDMA 

By taking advantage of the Scalable Networking Pack and compatible network adapters, organizations can easily benefit from the performance and scalability gains made possible by today’s faster networks, and more effectively utilize their multiprocessor server investments. These benefits are available without having to replace servers or rewrite applications.
Related Links

See the following resources for further information:

Windows Server 2003 Scalable Networking Pack at www.microsoft.com/snp
Intel I/O Acceleration Technology at www.intel.com/technology/ioacceleration/
For the latest information about Windows Server System, see the Windows Server System Web site at http://www.microsoft.com/windowsserversystem.
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